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Abstract—Hyperspectral images (HSIs) with high spectral resolution only have the low spatial resolution. On the contrary, multispectral images (MSIs) with much lower spectral resolution can be obtained with higher spatial resolution. Therefore, fusing the high-spatial-resolution MSI (HR-MSI) with low-spatial-resolution HSI of the same scene has become the very popular HSI super-resolution scheme. In this paper, a novel low tensor-train (TT) rank (LTTR)-based HSI super-resolution method is proposed, where an LTTR prior is designed to learn the correlations among the spatial, spectral, and nonlocal modes of the nonlocal similar high-spatial-resolution HSI (HR-HSI) cubes. First, we cluster the HR-MSI cubes as many groups based on their similarities, and the HR-HSI cubes are also clustered according to the learned cluster structure in the HR-MSI cubes. The HR-HSI cubes in each group are much similar to each other and can constitute a 4-D tensor, whose four modes are highly correlated. Therefore, we impose the LTTR constraint on these 4-D tensors, which can effectively learn the correlations among the spatial, spectral, and nonlocal modes because of the well-balanced matricization scheme of TT rank. We formulate the super-resolution problem as TT rank regularized optimization problem, which is solved via the scheme of alternating direction method of multipliers. Experiments on HSI data sets indicate the effectiveness of the LTTR-based method.

Index Terms—Hyperspectral imaging, image fusion, low tensor-train (TT) rank (LTTR) learning, super-resolution.

I. INTRODUCTION

HYPERSONICAL imaging technique can acquire images across a number of different wavelengths. Hyperspectral images (HSIs) have the high spectral resolution, which can provide advantages for a precise identification of the materials. Therefore, HSIs have gained more and more usage in a lot of earth remote sensing tasks [1], [2], including object classification [3]–[7] and change detection [8]. However, owing to the finite sun irradiance, there is the inevitable tradeoff between the spatial resolution and spectral resolution for existing cameras [9]. Hence, to keep the high spectral resolution, HSIs only have the low spatial resolution, which limits their applications. In contrast, compared with HSIs, multispectral images (MSIs) usually have higher spatial resolution and much lower spectral resolution. As illustrated in Fig. 1, fusing high-spatial-resolution MSI (HR-MSI) with low-spatial-resolution HSI (LR-HSI) of the same scene has become a very popular HSI super-resolution scheme.

HSIs are 3-D data, which have two spatial modes and one spectral mode. Tensors provide a natural way to represent the high-dimensional data, and hence the HSIs can be processed in the color image and videos completion [19] and outperforms the Tucker rank based methods.

As one of the most popular tensor representation methods, tensor-train (TT) method [18] defines a novel tensor rank, termed as TT rank. The TT rank consists of ranks of matrices formed by a well-balanced matricization scheme, i.e., matricizes the tensor along permutations of modes. The low TT rank (LTTR) prior has been demonstrated to be very effective in the color image and videos completion [19] and outperforms the Tucker rank based methods.

This paper presents an LTTR-based HSI super-resolution method by fusing the HR-MSI and LR-HSI, which belongs to the scope of low-rank learning. Since low-rank prior is effective to learn the data redundancies and self-similarities, low-rank learning has been popularly used in matrix completion [20], image fusion [21], clustering [22], and pattern recognition [23]. In this paper, the LTTR estimates the
high-spatial-resolution HSI (HR-HSI) from the LR-HSI and HR-MSI with LTTR priors, which can effectively learn the correlations among the spatial, spectral, and nonlocal modes of the similar HR-HSI cubes. A typical natural scene is self-similar, and therefore, it often contains many nonlocal similar patches [24]. To exploit this prior, we partition the HR-MSI as many cubes of the same size, and then, we group similar cubes together. Based on the learned cluster in the HR-MSI, the HR-HSI cubes are also grouped. Similar HR-HSI cubes in each group can constitute a 4-D tensor, which has two spatial modes: one spectral mode and one non-local mode. (We call the last mode as nonlocal mode.) Since the 4-D tensor is constituted by similar HR-HSI cubes, the four modes of the tensor have strong correlations. Therefore, the LTTR prior is imposed on these 4-D tensors, which can effectively learn the correlations of the four modes due to the well-balanced matricization scheme of TT rank. We formulate the super-resolution problem as LTTR regularized optimization problem and solve it via the alternating direction method of multipliers (ADMMs) [25] algorithm.

We organize the remaining part of this paper as follows. Section II presents the review of the recent HSI super-resolution approaches. In Section III, the preliminaries on tensors are given. We introduce the proposed LTTR method for HSI super-resolution in Section IV. Section V gives the experimental results and corresponding discussions. In Section VI, we give conclusions and potential research directions.

II. RELATED WORK

Recently, fusing the HR-MSI with LR-HSI to acquire the HR-HSI has become a very popular HSI super-resolution scheme. We can classify recent HSI super-resolution approaches as three groups: matrix factorization-based approaches [26]–[34], tensor factorization-based approaches [35]–[37], and deep convolution neural network (CNN)-based approaches [8], [38].

Based on the assumption that each spectral can be represented by linearly represented by several spectral atoms, matrix factorization-based approaches approximate the desired HR-HSI by the spectral basis and corresponding coefficients. Specifically, methods [27]–[29] formulate the fusion problem as the coupled matrix factorization problem, and they alternately update spectral basis and coefficients from the HR-MSI and LR-HSI with some specific priors. Besides, works in [30]–[33] also try to make use of the spatial structures of the HR-HSI to solve the super-resolution problem. For example, Akhtar et al. [30] first learn a nonnegative dictionary, and then simultaneously estimate coefficients for all pixels in each local patch by using the simultaneous greedy pursuit algorithm, which exploits the prior that nearby pixels are may well represent the same materials. Simoes et al. [31] use the total variation to promote the spatial smoothness. Wei et al. [32] assume that the HSIs lie in a low-dimensional subspace and use the spatial dictionaries learned from the HR-MSI to promote the spatial similarities. Dong et al. [33] first learn the nonnegative spectral basis via nonnegative dictionary approach, and then estimate the coefficients via the structured sparse coding approach, where the non-local similarities of the HR-HSI are exploited.

Since HSI can be naturally represented by a 3-D tensor, another group of approaches solves the super-resolution problem from the point of the tensor. Our previous work [35] first proposes a nonlocal sparse Tucker factorization for HSI super-resolution. Based on Tucker decomposition, each cube of HR-HSI is approximated by core tensor multiplication by dictionaries of three modes. We learn the dictionaries of width and height modes from the HR-MSI and learn the spectral dictionary from the LR-HSI. To better model the non-local similarities, the similar cubes in the HR-HSI are assumed to admit sparse representation on the same dictionaries. In general, there are two fundamental differences between reference [35] and the proposed method. On the one hand, they are based on different tensor representations. More specifically, reference [35] is based on Tucker decomposition [39], which decomposes each HR-HSI cube as a core tensor multiplication by dictionaries of three modes. However, the proposed method is based on TT decomposition [18], and the LTTR prior is imposed on the grouped 4-D tensors, that is, the canonical unfolding matrices of grouped 4-D tensors are assumed to have low-rank property. On the other hand, the ways to exploit nonlocal similarities are different. Dian et al. [35] assume that the similar cubes admit sparse representation on the same dictionaries to use nonlocal self-similarities. This paper proposes to group the similar cubes as a 4-D tensor and imposes the LTTR prior on the grouped 4-D tensor to explicitly exploit the nonlocal similarities of the HR-HSI. Li et al. [36] formulate the super-resolution problem as the coupled sparse Tucker decomposition, which alternatively updates the dictionaries of three modes and sparse core tensor. The proposed LTTR-based method is also intrinsically different from this method. In addition, Zhang et al. [37] proposed a graph-regularized low-rank Tucker representation-based HSI superresolution method, which infers the spatial consistency and spectral smoothness from the HR-MSI and LR-HSI, respectively.

Recently, deep CNN has become an emerging tool for HSI super-resolution due to its good learning performance and high speed. Dian et al. [8] proposed a deep residual learning-based HSI super-resolution method, which uses the deep CNN to learn the map between initialized HR-HSI and ground truth. This method is supervised and needs data to pretraining the CNN. Besides, Qu et al. [38] propose an unsupervised deep CNN for HSI super-resolution, which does not need pretraining and contains two neural networks with a shared decoder.

III. PRELIMINARIES ON TENSORS

An N-dimensional tensor is denoted by $\mathcal{M} \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_N}$. We define the n-mode unfolding vectors of $\mathcal{M}$ as $I_n$-dimensional vectors by changing index $i_n$ and keeping the other indices fixed. The Frobenius norm of tensor $\mathcal{M}$ is defined as $\|\mathcal{M}\|_F = \left( \sum_{i_1, \ldots, i_N} |m_{i_1 \ldots i_N}|^2 \right)^{1/2}$.

Mode-$n$ matricization of tensor $\mathcal{M}$ is the matrix $\mathbf{M}(n) \in \mathbb{R}^{I_n \times I_1 I_2 \ldots I_{n-1} I_{n+1} \ldots I_N}$, whose columns are all n-mode vectors.
Mode-$n$ canonical matricization [40] of tensor $\mathcal{M}$ is defined as
\[
\mathbf{M}_{(n)} \in \mathbb{R}^{(I_1 I_2 \ldots I_n) \times (J_{n+1} J_{n+2} \ldots J_N)}
\]
and elements in $\mathbf{M}_{(n)}$ satisfy
\[
\mathbf{M}_{(n)}(i_1, i_2, \ldots, i_N) = \mathcal{M}(i_1 + (i_2 - 1)I_1 + \ldots + (i_n - 1) \prod_{j=1}^{n-1} I_j, i_{n+1} + (i_{n+2} - 1)I_{n+1} + \ldots + (i_N - 1) \prod_{j=n+1}^{N-1} I_j)
\]
Conversely, the mode-$n$ canonical matric $\mathbf{M}_{(n)}$ can be transformed back to the tensor $\mathcal{M}$ by $\mathcal{M} = \text{fold}_n(\mathbf{M}_{(n)})$.

IV. PROPOSED LTTR APPROACH

In this section, we present the proposed LTTR method for HSI super-resolution.

A. Problem Formulation

In this paper, we denote the LR-HSI, HR-MSI, and HR-HSI as the 3-D tensors, where the first, second, and third modes denote the width, height, and spectral modes of images, respectively. The desired HR-HSI is denoted by $\mathcal{Z} \in \mathbb{R}^{N_W \times N_H \times N_S}$, where $N_W$ and $N_H$ stand for the dimension of two spatial modes and $N_S$ is the dimension of spectral mode.

$\mathcal{X} \in \mathbb{R}^{N_w \times N_h \times N_S}$ represents the acquired LR-HSI. $\mathcal{X}$ can be modeled as the spatially downsampled version of $\mathcal{Z}$, and this relationship can be written as
\[
\mathbf{X}_{(3)} = \mathbf{Z}_{(3)} \mathbf{B} \mathbf{S}
\]
where $\mathbf{X}_{(3)} \in \mathbb{R}^{N_3 \times N_w N_h}$ and $\mathbf{Z}_{(3)} \in \mathbb{R}^{N_3 \times N_w N_H}$ are the 3-mode matrices of $\mathcal{X}$ and $\mathcal{Z}$, respectively. $\mathbf{B} \in \mathbb{R}^{N_w N_H \times N_w N_H}$ represents the point spread function of the hyperspectral imaging sensor, and is a block circulant matrix, which can be diagonalized by fast Fourier transform (FFT), i.e.,
\[
\mathbf{B} = \mathbf{FDF}^H.
\]
Here, the matrix $\mathbf{F}$ denotes the FFT operation and $\mathbf{F}^H$ represents the inverse FFT operation. The diagonal matrix $\mathbf{D}$ holds eigenvalues of $\mathbf{B}$. The matrix $\mathbf{S} \in \mathbb{R}^{N_w N_H \times N_w N_h}$ is the spatial downsampling matrix, which selects the corresponding spectral pixels.

$\mathcal{Y} \in \mathbb{R}^{N_W \times N_H \times N_S}$ denote the acquired HR-MSI in the same scene by the multispectral imaging sensor. The HR-MSI can be modeled as the spectrally downsampled version of $\mathcal{Y}$, and the relationship can be written as
\[
\mathbf{Y}_{(3)} = \mathbf{RZ}_{(3)}
\]
where $\mathbf{Y}_{(3)} \in \mathbb{R}^{N_3 \times N_3 N_S}$ is the three-mode matrices of $\mathcal{Y}$, and $\mathbf{R} \in \mathbb{R}^{N_3 \times N_S}$ is the spectral response matrix of the multispectral imaging sensor, which downsamples the HR-HSI along the spectral mode.

B. Relaxed TT Rank

Given an $N$-dimensional tensor $\mathcal{M} \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_N}$, its TT decomposition [18] factors $\mathcal{M}$ as core tensors $\mathcal{G}^{(1)}, \mathcal{G}^{(2)}, \ldots, \mathcal{G}^{(N)}$, where $\mathcal{G}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_n \times R_n}$ for $n = 1, 2, \ldots, N$ with $R_0 = R_N = 1$. Each element in $\mathcal{M}$ is calculated as
\[
\mathcal{M}(i_1, i_2, \ldots, i_N) = \sum_{r_1, r_2, \ldots, r_{N-1}=1}^{R_1, R_2, \ldots, R_{N-1}} \mathcal{G}^{(1)}_{1, r_1} \mathcal{G}^{(2)}_{r_1, r_2, r_3} \cdots \mathcal{G}^{(N)}_{r_{N-1}, i_N, 1}
\]
where $\{R_1, R_2, \ldots, R_{N-1}\}$ is called as the TT rank of $\mathcal{M}$. However, the TT decomposition for a tensor is not unique, and different TT decompositions often have different TT ranks.

In practice, we often focus on the lower bound of TT ranks.

**Proposition 1:** If the mode-$n$ canonical matrix $\mathbf{M}_{(n)}$ has rank($\mathbf{M}_{(n)}$) = $R_n$, then TT rank $R_n$ satisfies that $R_n \geq T_n$.

**Proof:** For the mode-$n$ TT rank is equal to $R_n$; therefore, $\mathcal{M}$ can be represented as
\[
\mathcal{M}(i_1, i_2, \ldots, i_N) = \sum_{r_n=1}^{R_n} \mathcal{F}_{i_1, i_2, \ldots, i_n, r_n} \mathcal{N}_{r_n, i_{n+1}, i_{n+2}, \ldots, i_N}
\]
where $\mathcal{F} \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_n \times R_n}$ and $\mathcal{N} \in \mathbb{R}^{R_n \times I_{n+1} \times I_{n+2} \times \ldots \times I_N}$ are two tensors, and their elements are calculated via
\[
\mathcal{F}_{i_1, i_2, \ldots, i_n, r_n} = \sum_{r_1, \ldots, r_{n-1}=1}^{R_1, \ldots, R_{n-1}} \mathcal{G}_{i_1, r_1}^{(1)} \mathcal{G}_{r_1, r_2}^{(2)} \cdots \mathcal{G}_{r_{n-1}, i_n, r_n}^{(n)}
\]
and
\[
\mathcal{N}_{r_n, i_{n+1}, i_{n+2}, \ldots, i_N} = \sum_{r_{n+1}, \ldots, r_{N-1}=1}^{R_{n+1}, \ldots, R_{N-1}} \mathcal{G}_{r_n, i_{n+1}, r_{n+1}}^{(n+1)} \cdots \mathcal{G}_{r_{N-1}, i_N, 1}^{(N)}
\]
Equation (7) is equivalent as
\[
\mathbf{M}_{(n)} = \mathbf{F}_{(n)} \mathbf{N}_{(1)}
\]
where $\mathbf{F}_{(n)} \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_n \times R_n}$ and $\mathbf{N}_{(1)} \in \mathbb{R}^{R_n \times I_{n+1} \times \ldots \times I_N}$ are the mode-$n$ canonical matrix of $\mathcal{F}$ and mode-1 canonical matrix of $\mathcal{N}$, respectively. Therefore, we have rank($\mathbf{M}_{(n)}$) $\leq$ $R_n$.

More specifically, the rank($\mathbf{M}_{(n)}$) = $T_n$ is the lower bound of TT rank $R_n$. The lower bound rank($\mathbf{M}_{(n)}$) is often used to represent the TT rank in the TT rank minimization problems. Hence, we define the TT rank of tensor $\mathcal{M}$ as
\[
\sum_{n=1}^{N-1} a_n \text{rank}(\mathbf{M}_{(n)})
\]
where $a_n$ is the weight and satisfies $\sum_{n=1}^{N-1} a_n = 1$. The matrix $\mathbf{M}_{(n)}$ is obtaining by matricizing along the first $n$ modes, and its rank can model the correlations between the first $n$ modes and the last $N-n$ modes. Since rank($\mathbf{M}_{(n)}$)($n = 1, 2, \ldots, N-1$) contains correlations between permutations of all modes, it provides an effective way to capture the global correlations of a tensor.

For a matrix $\mathbf{A}$, rank($\mathbf{A}$) is equal to the number of positive singular values of $\mathbf{A}$. The rank constraint is nonconvex and hard to optimize. To solve this problem, the nuclear norm is usually introduced to replace the rank constraint since it is the
tightest convex relaxation to the nonconvex rank minimization problem. The nuclear norm $\|A\|_*$ for the matrix $A$ is defined as

$$\|A\|_* = \min_{i} \sigma_i(A)$$

where $\sigma_i(A)$ denotes the $i^{th}$ singular value of the matrix $A$. Given the matrix $C \in \mathbb{R}^{m \times n}$ (where $m > n$), let $C = \text{Udiag}(\sigma_1, \sigma_2, \ldots, \sigma_n) \text{V}$ be the singular value decomposition (SVD) of $C$. For the following low-rank recovery problem:

$$\min_{A} \quad \frac{1}{2} \| C - A \|_F^2 + \alpha \|A\|_*.$$  

where $a_i = \max(\sigma_i - \alpha, 0)$. However, larger singular values of a data matrix provide the major structural information and we should shrink them less. However, the smaller singular values mainly keep the noise, and we should shrink them more. Motivated by this, the log sum of singular values has been demonstrated to be more effective to solve the rank minimization problems [41], which is defined as

$$\text{LS}(A) = \sum_i \log(\sigma_i(A) + \varepsilon)$$

where $\varepsilon$ is a very small positive number to avoid zero. The logarithm function can shrink the larger singular values less and maintains more meaningful information. On the contrary, the logarithm function can shrink the smaller singular values more to remove the noise. Let $0 < \alpha, 0 < \varepsilon < \min(\sqrt{\alpha}, (\alpha/\sigma_1))$. For the following low rank recovery problem:

$$\min_{A} \quad \frac{1}{2} \| C - A \|_F^2 + \alpha \sum_i \log(\sigma_i(A) + \varepsilon).$$

where $d_i = \text{D}_{a,c}(\sigma_i)$. Here, $\text{D}_{a,c}(\cdot)$ is the operator defined as

$$\text{D}_{a,c}(x) = \begin{cases} 0 & c_2 \leq 0 \\ c_1 + \sqrt{c_2} & c_2 > 0 \end{cases}$$

where $c_1 = |x| - \varepsilon$ and $c_2 = c_1^2 - 4(\alpha - \varepsilon|x|)$. By replacing $\text{rank}(M(\alpha))$ in (10) with $\text{LS}(M(\alpha))$, the relaxed TT rank is defined as

$$\|M\|_{\text{TT}} = \sum_{n=1}^{N-1} a_n \text{LS}(M(\alpha)).$$

C. HSI–MSI Fusion via LTTR

In the above-mention formulation, the goal of HSI super-resolution is estimating the HR-HSI $\hat{Z}$ from $X$ and $Y$. According to (1) and (2), we write the fusion problem as

$$\min_{X(3), \{Z(3)\}} \|X(3) - \{Z(3)\} \|_F^2 + \|Y(3) - RZ(3)\|_F^2$$

where $\| \cdot \|_F$ stands for Frobenius norm. Since both of the HR-MSI and LR-HSI are the downsampled version of desired HR-HSI, the optimization problem (19) is severely ill-posed, and its solution may not be unique. Hence, some prior information of the HR-HSI is needed to regularize the super-resolution problem. Recently, various priors have been used for the super-resolution problem, including sparse priors [26], [32], [35], priors of spectral unmixing [27]–[29], low-rank priors [42], nonlocal spatial similarities [33], and spatial smoothness [31]. Here, we design a nonlocal LTTR prior for HR-HSI to regularize the fusion problem. As illustrated in Fig. 2, similar cubes in the HR-HSI are grouped together, and then, cubes in the same group constitute a 4-D tensor, which has LTTR property, that is, its canonical unfolding matrices are low rank. By imposing low-rank property on the canonical unfolding matrices of grouped 4-D tensors, we can effectively learn the correlations among the spatial, spectral, and nonlocal modes. However, the HR-HSI is unknown; we cannot directly group its cubes. To solve this problem, the group operation is conducted on the HR-MSI, since the spatial information mainly exists in the HR-MSI. We first spatially partition the HR-MSI into several cubes with the full spectral size of HR-MSI $N_l$ and spatial size of $d_w \times d_h$, and we group similar HR-MSI cubes into $K$ clusters $Y^{(k)} = \{Y^{(k,j)}\}_{j=1}^{N_k}$, $k = 1, 2, \ldots, K$, where $N_k$ is the number of cubes in the $k^{th}$ cluster. The LR-HSI is not used for the nonlocal clustering for two reasons. On the one hand, the LR-HSI is spatially downsampled, and the spatial structures have been severely destroyed. On the
other hand, it is hard to match the cubes in the LR-HSI and HR-HSI, since they have the different spatial resolution. In the clustering process, we employ the efficient $K$-means++ method [43], which chooses random beginning centers with very specific probabilities and dramatically improve the speed. Based on the learned cluster structure, we build clusters of HR-HSIs cubes with the same spatial structure, that is, $Z^{(k)} = \{Z^{(k,j)} \in \mathbb{R}^{d_w \times d_H \times N_S} \}_{j=1}^{N_k}$, where the spatial locations of $Z^{(k,j)}$ are the same as $Y^{(k,j)}$. The 3-D HR-HSI cubes in $k^{th}$ group can constitute a 4-D tensor $Z^k \in \mathbb{R}^{d_w \times d_H \times N_S \times N_k}$, which has four modes, i.e., width mode, height mode, spectral mode, and nonlocal mode. The TT rank of tensor $Z^k$ is defined as

$$\|Z^k\|_{TT} = \sum_{i=1}^{3} \alpha_i LS(Z^k_{(i)}) .$$  

(20)

The weight $\alpha_i$ is defined as follows:

$$\alpha_i = \frac{\sqrt{P_i}}{\sum_{i=1}^{P_i} \sqrt{B_i}} , \quad \beta_i = \min \left( \frac{1}{\prod_{j=1}^{i-1} I_j} , \frac{1}{\prod_{j=1}^{i} I_j} \right) , \quad t = 1, 2, 3 $$

(21)

where $I_j$ denotes the dimension of $j^{th}$ mode of tensor $Z^k$. The TT rank $\|Z^k\|_{TT}$ contains the rank of matrices $Z^k_{(1)} \in \mathbb{R}^{d_w \times d_H \times N_S}$, $Z^k_{(2)} \in \mathbb{R}^{d_w \times d_H \times N_S}$, and $Z^k_{(3)} \in \mathbb{R}^{d_w \times d_H \times N_S \times N_k}$. Especially, the rank of $Z^k_{(2)}$ can capture the correlations between the two spatial modes and the last two modes (spectral and nonlocal modes), and the rank of $Z^k_{(3)}$ can model the correlations between the first three modes (spatial and spectral modes) and the nonlocal mode. Since the strong nonlocal similarities and spatial–spectral correlations exist in the HR-HSI, the four modes of tensors $Z^k \in \mathbb{R}^{d_w \times d_H \times N_S \times N_k}$, $k = 1, \ldots, K$ are highly correlated, and thus the 4-D tensors have the LTTR properties. To incorporate the LTTR prior into the model (19), we obtain the following optimization problem:

$$\min_{Z^{(3)}} \|X^{(3)} - Z^{(3)} BS\|_F^2 + \|Y^{(3)} - RZ^{(3)}\|_F^2 + \lambda \sum_{k=1}^{K} \|Z^k\|_{TT}$$

(22)

where $\lambda$ is the TT rank regularization parameter. Combining with (20), optimization problem (22) is equivalent as

$$\min_{Z^{(3)}} \|X^{(3)} - Z^{(3)} BS\|_F^2 + \|Y^{(3)} - RZ^{(3)}\|_F^2 + \lambda \sum_{k=1}^{K} \|Z^k\|_{TT}$$

$$+ \sum_{k=1}^{K} \sum_{i=1}^{3} \alpha_i LS(Z^k_{(i)}) .$$  

(23)

\textbf{D. Optimization}

The problem (23) is unconstrained optimization problem, and we use the framework of the ADMM [25] to solve it. By introducing three variables $\mathcal{U} = Z$, $\mathcal{V} = Z$, and $\mathcal{W} = Z$, the following augmented Lagrangian function is acquired:

$$L(\mathcal{U}, \mathcal{V}, \mathcal{W}, Z, \mathcal{O}, \mathcal{P}, \mathcal{Q})$$

$$= \|X^{(3)} - Z^{(3)} BS\|_F^2 + \|Y^{(3)} - RZ^{(3)}\|_F^2$$

$$+ \mu \|\mathcal{U} - Z + \frac{\mathcal{O}}{2\mu}\|_F^2 + \lambda \sum_{k=1}^{K} \alpha_1 LS(U^k_{(1)})$$

$$+ \mu \|\mathcal{V} - Z + \frac{\mathcal{P}}{2\mu}\|_F^2 + \lambda \sum_{k=1}^{K} \alpha_2 LS(V^k_{(2)})$$

$$+ \mu \|\mathcal{W} - Z + \frac{\mathcal{Q}}{2\mu}\|_F^2 + \lambda \sum_{k=1}^{K} \alpha_3 LS(W^k_{(3)})$$

(24)

where $\mathcal{O}$, $\mathcal{P}$, and $\mathcal{Q}$ are the Lagrangian multipliers and $\mu$ is the penalty parameter. The augmented Lagrangian function (24) can be minimized by iteratively solving the following subproblems:

\begin{enumerate}
  \item[(a)] Update $Z$:
  \begin{equation}
  Z \in \arg\min_{Z} L(\mathcal{U}, \mathcal{V}, \mathcal{W}, Z, \mathcal{O}, \mathcal{P}, \mathcal{Q})
  \end{equation}

  \begin{equation}
  = \arg\min_{Z} \|X^{(3)} - Z^{(3)} BS\|_F^2 + \|Y^{(3)} - Z^{(3)} BS\|_F^2 + \mu \|\mathcal{U} - Z + \frac{\mathcal{O}}{2\mu}\|_F^2 + \mu \|\mathcal{V} - Z + \frac{\mathcal{P}}{2\mu}\|_F^2 + \mu \|\mathcal{W} - Z + \frac{\mathcal{Q}}{2\mu}\|_F^2 .
  \end{equation}

\end{enumerate}

Problem (25) is strongly convex. Therefore, we force the derivative of (25) with regard to $Z^{(3)}$ to be zero, and obtain the following equation:

$$H_1 Z^{(3)} + Z^{(3)} H_2 = H_3$$

(26)

where

$$H_1 = R^T R + 3\mu I$$

$$H_2 = (BS)(BS)^T$$

$$H_3 = R^T Y^{(3)} + X^{(3)}(BS)^T + \mu \left( U^{(3)} + \frac{O^{(3)}}{2\mu} \right)$$

$$+ \mu \left( V^{(3)} + \frac{P^{(3)}}{2\mu} \right) + \mu \left( W^{(3)} + \frac{Q^{(3)}}{2\mu} \right)$$

(27)

where $U^{(3)}$, $V^{(3)}$, $W^{(3)}$, $O^{(3)}$, $P^{(3)}$, and $Q^{(3)}$ are three-mode unfolding matrices of tensors $\mathcal{U}$, $\mathcal{V}$, $\mathcal{W}$, $\mathcal{O}$, $\mathcal{P}$, and $\mathcal{Q}$, respectively. $I \in \mathbb{R}^{N_S \times N_S}$ is the identity matrix. If and only if the matrices $H_1$ and $-H_2$ do not have common eigenvalues [44], the solution of Sylvester equation (26) is unique. $H_1$ is the positive matrix, and thus its eigenvalues are positive values. Since $H_2$ is semipositive, the eigenvalues of $-H_2$ are nonpositive. Therefore, $H_1$ and $-H_2$ has no common eigenvalue, the Sylvester equation (26) has unique solution. By exploiting the properties of $B$ and $S$, we can solve Sylvester Equation (26) analytically and efficiently as demonstrated in [45]. We summarize the fast method for solving the equation (26) in Algorithm 1+.

In Algorithm 1, we diagonalize the matrix $B$ as illustrated in (4). The diagonal matrix $D \in \mathbb{C}^{N_w \times N_H \times N_w \times N_H}$ can be
Algorithm 1: An Analytical Solution of (26) w.r.t. $Z(3)$

**Input:** $H_i$, $H_2$, $H_3$, $B$, $S$

**Output:** $Z(3)$

(a) Eigen-decomposition of $B$: $B = FDF^H$

(b) $	ilde{D} = D(I_2 \otimes I_{N_u,N_0})$

(c) Eigen-decomposition of $H_i$:

$$H_i = Q_i \Lambda_i Q_i^{-1}$$

(d) $\tilde{H}_3 = Q_i^{-1}H_3F$

(e) Calculate auxiliary matrix $\tilde{Z}(3)$ row by row

For $l = 1$ to $N_d$

$$\tilde{z}_l = \lambda_l^{-1}(\tilde{H}_3)_l - \lambda_l^{-1}(\tilde{H}_3)_l \tilde{D}(l, d)I_n + \frac{d}{l} \tilde{D}_l^2 \tilde{D}^H$$

End

(f) Set $Z(3) = Q_i \tilde{Z}(3)F^H$

Represented as

$$D = \begin{bmatrix} D_1 & 0 & \cdots & 0 \\ 0 & D_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & D_{N_u} \end{bmatrix}$$

where $D_i \in \mathbb{C}^{N_u,N_0 \times N_u,N_0}$ and $d$ is the spatial downsampling factor. The diagonal matrix $\Lambda$ and unitary matrix $Q_i$ are acquired by the eigen-decomposition of $H_i$, i.e., $H_i = Q_i \Lambda_i Q_i^{-1}$, where $\Lambda$ can be written as

$$\Lambda = \begin{bmatrix} \lambda_1 & 0 & \cdots & 0 \\ 0 & \lambda_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \lambda_{N_u} \end{bmatrix}$$

and the columns of $Q_i$ hold eigenvectors of $H_i$. $\tilde{z}_l$ represents the $l^{th}$ row of $\tilde{Z}(3) = Q^{-1}Z(3)F$, that is, $\tilde{Z}(3) = [\tilde{z}_1^T, \tilde{z}_2^T, \ldots, \tilde{z}_{N_d}^T]^T$. $I_d \in \mathbb{R}^d$ denotes vector, whose elements are all ones.

(b) Update $U$:

$$U = \operatorname{argmin}_{U} L(U, V, W, Z, O, P, Q)$$

$$= \operatorname{argmin}_{U} \left\| U - Z + \frac{Q}{2\mu} \right\|_F^2 + \lambda \sum_{k=1}^{K} a_1(U(1))$$

(30)

The problem (30) can be separately solved for each cluster, i.e.,

$$\operatorname{argmin}_{U} \sum_{k=1}^{K} \left\| U(1) - Z(1) + \frac{Q(1)}{2\mu} \right\|_F^2 + \lambda \sum_{k=1}^{K} a_1(U(1))$$

(31)

where $U(1)$, $Z(1)$, and $Q(1)$ are the mode-1 canonical matrices of tensors $U^k$, $Z^k$, and $Q^k$. The 4-D tensors $U^k$, $Z^k$, and $O^k$ are constituted by $k^{th}$ cube cluster in $U^k$, $Z^k$, and $O^k$, respectively. The optimization problem (31) has the following solution:

$$U(1) = U(1) \Sigma(1)^TV(1), \quad 1 \leq k \leq K$$

(32)

where $U(1)$ and $V(1)$ are acquired by the SVD, i.e., $Z(1) = (O(1)/2\mu) = U(1) \Sigma(1)^TV(1)$. $\Sigma(1)$ is the diagonal matrix, whose diagonal elements are computed via $\Sigma(1)(i,i) = D(\lambda_{(1)}/2\mu)e_i$. $D_{a,e}$ is the operator defined in Section IV-B. After obtaining mode-1 canonical matrix $U(1)$, we can acquire tensor $U^k$ via $U^k = \text{fold}_1(U(1))$, and $U$ is obtained by placing the cube clusters $U^k$, $1 \leq k \leq K$, into the corresponding positions.

(c) Update $V$:

$$V = \operatorname{argmin}_{V} \left\| V + \sum_{k=1}^{K} a_2LS(V(2)) \right\|_F^2$$

(33)

The problem (33) can be solved for each cluster separately, i.e.,

$$\operatorname{argmin}_{V} \sum_{k=1}^{K} \left\| V(2) - Z(2) + \frac{P(2)}{2\mu} \right\|_F^2 + \lambda \sum_{k=1}^{K} a_2LS(V(2))$$

(34)

where $V(2)$ and $Z(2)$, and $P(2)$ are the mode-2 canonical matrices of tensors $V^k$, $Z^k$, and $P^k$, respectively. The 4-D tensors $V^k$, $Z^k$, and $P^k$ are constituted by the $k^{th}$ cube cluster in $V^k$, $Z^k$, and $P^k$, respectively. The optimization problem (34) has the following solution:

$$V(2) = U(2) \Sigma(2)V(2), \quad 1 \leq k \leq K$$

(35)

where $U(2)$ and $V(2)$ are acquired by the SVD, i.e., $Z(2) = (P(2)/2\mu) = U(2) \Sigma(2)V(2)$. $\Sigma(2)$ is the diagonal matrix, whose diagonal elements are computed via $\Sigma(2)(i,i) = D(\lambda_{(2)}/2\mu)e_i$. The tensor $V^k$ via $V^k = \text{fold}_2(V(2))$, and $V$ is obtained by placing the cube clusters $V^k$, $1 \leq k \leq K$, into the corresponding positions.

(d) Update $W$:

$$W = \operatorname{argmin}_{W} \left\| W + \sum_{k=1}^{K} a_3LS(W(3)) \right\|_F^2$$

(36)

The problem (36) can be solved for each cluster separately, i.e.,

$$\operatorname{argmin}_{W} \sum_{k=1}^{K} \left\| W(3) - Z(3) + \frac{Q(3)}{2\mu} \right\|_F^2 + \lambda \sum_{k=1}^{K} a_3LS(W(3))$$

(37)

where $W(3)$, $Z(3)$, and $Q(3)$ are the mode-3 canonical matrices of tensors $W^k$, $Z^k$, and $Q^k$, respectively. The 4-D tensors $W^k$, $Z^k$, and $Q^k$ are constituted by the $k^{th}$ cube cluster in $W^k$, $Z^k$, and $Q^k$, respectively. The optimization problem (37) has the following solution:

$$W(3) = U(3) \Sigma(3)V(3), \quad 1 \leq k \leq K$$

(38)

where $U(3)$ and $V(3)$ are acquired by the SVD, i.e., $Z(3) = (Q(3)/2\mu) = U(3) \Sigma(3)V(3)$. $\Sigma(3)$ is the diagonal matrix,
Algorithm 2 LTTR-Based HSI Super-Resolution

Input: $X$, $Y$, $K$, $\lambda$
Output: $Z$

Non-local Clustering
(a) Group HR-MSI cubes into $K$ clusters via K-means++
(b) Group HR-HSI cubes into $K$ clusters according to the cluster structure in the HR-MSI cubes

Solving (23) via ADMM:

while not converged do
(a) Update $Z$ via Algorithm 1
(b) Update $U^{(1)}_k$ ($k = 1, \ldots, K$) via (32)
Fold matric $U^k$ as tensor $U^k$
Acquire $U$ by replacing the cube clusters $U^k$ ($k = 1, \ldots, K$)
(c) Update $V^{(2)}_k$ ($k = 1, \ldots, K$) via (35)
Fold matric $V^k$ as tensor $V^k$
Acquire $V$ by replacing the cube clusters $V^k$ ($k = 1, \ldots, K$)
(d) Update $W^{(3)}_k$ ($k = 1, \ldots, K$) via (38)
Fold matric $W^k$ as tensor $W^k$
Acquire $W$ by replacing the cube clusters $W^k$ ($k = 1, \ldots, K$)
(e) Update Lagrangian multipliers $O$, $P$, and $Q$ via (39)
End while

whose diagonal elements are computed by $\tilde{S}^k_i(i, i) = D_{(\alpha, \gamma)}(i,i)$. The tensor $V^k$ can be acquired via $V^k = \text{fold}_3(W^k_3)$, and $W$ is obtained by replacing the cube clusters $W^k$, $1 \leq k \leq K$ into the corresponding positions.

(e) Update Lagrangian multipliers $O$, $P$, and $Q$:

\begin{equation}
O = O + 2\mu(U - Z) \\
P = P + 2\mu(V - Z) \\
Q = Q + 2\mu(W - Z).
\end{equation}

The proposed LTTR method for HSI super-resolution is summarized in Algorithm 2. The convergence of the ADMM (Algorithm 2) is hard to analyze because of the nonconvexity of logarithm function in the definition of relaxed TT rank. However, recent works [47] proved that the ADMM algorithm converges on some classes of nonconvex functions, e.g., the Lipschitz differentiable function. (The function is differentiable and its gradient is Lipschitz continuous.) We can verify that the logarithm function $\log(x + \varepsilon)$ is indeed Lipschitz differentiable, and thus, the ADMM algorithm for solving (23) can converge. We stop Algorithm 2 when the maximum number of iterations $T$ is attained.

V. EXPERIMENTS

This section presents the experiments for HSI super-resolution. The code of our method is released in the author’s homepage https://sites.google.com/view/renweidian.

A. Experimental Database

To evaluate the performance of proposed LTTR method, experiments are conducted on both remotely sensed HSI data set and ground-based HSI data set. For ground-based HSI data set, we choose CAVE database [46],\(^1\) which is widely used in HSI super-resolution literatures [28], [30], [33], [35], [48], [49].\(^2\) The CAVE database [46] has 32 indoor HSIs captured by generalized assorted pixel camera. HSIs of the CAVE database have the size of $512 \times 512 \times 31$, and $512 \times 512$ is the dimension of spatial modes, and $31$ is the dimension of the spectral mode. The spectral wavelength has interval 10 nm in the range of 400–700 nm. Some RGB images of the CAVE database are shown in Fig. 3. We use the HSIs of CAVE database for ground truth. We simulate the LR-HSI by using a $7 \times 7$ Gaussian blur (zero mean and standard deviation 2) and then downsample the blurred image every eight spectral pixels in two spatial modes for each reference image, that is, the downsampling factor is $8 \times 8$. We simulate the HR-MSI (RGB image) of the same scene by downsampling the reference HSI along the spectral mode. The spectral downsampling filter comes from the response of a Nikon D700 camera.\(^2\) The cube size is set as $8 \times 8 \times 31$ for CAVE database.

For the remotely sensed hyperspectral data, we utilize the Pavia University [50], acquired over the urban area of the University of Pavia, Italy. The used Pavia University is of size $128 \times 128 \times 115$, which has the 115 spectral bands and $128 \times 128$ spectral pixels. Since some bands contain water vapor absorption bands, we remove these bands and reduce the HSI as 93 bands. To generate the LR-HSI, we first blur the HR-HSI by using a $7 \times 7$ Gaussian blur (with zero mean and standard deviation 2) and then downsample every four pixels in both width and height modes of the HR-HSI. To simulate the HR-MSI of the same scene, the IKONOS-like reflectance spectral response filter [32] is used to downsample HR-HSI along the spectral mode. The cube size is set as $8 \times 8 \times 93$ for Pavia University.

B. Compared Methods

We compare the LTTR method with three current state-of-the-art HSI super-resolution approaches, including non-negative structured sparse representation (NSSR) [33], coupled spectral unmixing (CSU) [28], and nonlocal sparse tensor factorization method (NLSTF) [35]. The parameters for the compared methods are set for the best performance. Specifically, for the CSU, the number of iterations is set as 1500. For the NSSR, the number of dictionary atoms is set as 75, $\eta_1$ is set as 0.015 and 0.00015 for CAVE database and Pavia University, respectively, and $\eta_2$ is set as $10^{-4}$. For the NLSTF, we rewrite the tensor sparse coding stage with $\ell_1$ norm-based version, which makes the algorithm much faster and produces slightly better results.

\(^1\)http://www.cs.columbia.edu/CAVE/databases/multispectral/
\(^2\)https://www.maxmax.com/spectral_response.htm
Fig. 3. RGB images from the CAVE database [46]. (a) Balloons. (b) Toys. (c) Cloth. (d) Sponges. (e) Feathers. (f) Flowers. (g) CD. (i) Tomatoes.

Fig. 4. PSNR curves as a function of parameters $K$ and $\lambda$ for the proposed LTTR method. (a) Number of clusters $K$. (b) Regularization parameter $\lambda$.

C. Quantitative Metrics

Four quantitative metrics are used to evaluate the quality of the reconstructed HSIs in our study.

The first index is the peak signal-to-noise ratio (PSNR). The PSNR for HSI is defined as the average value of all bands, i.e.,

$$\text{PSNR}(Z, \hat{Z}) = \frac{1}{N_z} \sum_{i=1}^{N_z} \text{PSNR}(Z_i, \hat{Z}_i)$$

(40)

where $Z_i$ and $\hat{Z}_i$ denote the $i^{th}$ band images of ground truth $Z \in \mathbb{R}^{N_W \times N_H \times N_z}$ and estimated HR-HSI $\hat{Z} \in \mathbb{R}^{N_W \times N_H \times N_z}$, respectively.

The second metric is the spectral angle mapper (SAM) [51], defined as the average angle between ground truth pixel $z_j$ and estimated pixel $\hat{z}_j$, i.e.,

$$\text{SAM}(Z, \hat{Z}) = \frac{1}{N_w N_H} \sum_{j=1}^{N_w N_H} \frac{\hat{z}_j^T z_j}{\|\hat{z}_j\|_2 \|z_j\|_2}$$

(41)

The SAM is given in degrees.

The third metric is the universal image quality Index (UIQI) [52]. We compute the UIQI on a sliding window of size $32 \times 32$ pixels and average on all window positions. Let $Z_{i,j}$ and $\hat{Z}_{i,j}$ denote the $j^{th}$ window of $i^{th}$ band ground truth image and estimated image, respectively. The UIQI between $i^{th}$ band images $Z_i$ and $\hat{Z}_i$ is given by

$$\text{UIQI}(Z_i, \hat{Z}_i) = \frac{1}{M} \sum_{j=1}^{M} \frac{4\sigma_{Z_{i,j}}^2 \sigma_{\hat{Z}_{i,j}}^2 + \mu_{Z_{i,j}}^2 \mu_{\hat{Z}_{i,j}}^2}{\sigma_{Z_{i,j}}^2 + \sigma_{\hat{Z}_{i,j}}^2 + \mu_{Z_{i,j}}^2 + \mu_{\hat{Z}_{i,j}}^2}$$

(42)

where $M$ is the number of window positions, $\mu_{Z_{i,j}}$ and $\sigma_{Z_{i,j}}$ are the mean value and standard deviation of $Z_{i,j}$, respectively, and $\sigma_{\hat{Z}_{i,j}}^2$ is the sample covariance between $Z_{i,j}$ and $\hat{Z}_{i,j}$. The UIQI of HSI is defined as the average value over all bands.

The fourth index is the relative dimensionless global error in synthesis (ERGAS) [53], defined as

$$\text{ERGAS}(Z, \hat{Z}) = \frac{100}{d} \sqrt{\frac{1}{N_s} \sum_{i=1}^{N_s} \frac{\text{MSE}(Z_i, \hat{Z}_i)}{\mu_{Z_i}^2}}$$

(43)

where $d$ is the spatial downsampling factor, $\text{MSE}(Z_i, \hat{Z}_i)$ is the mean square error between $Z_i$ and $\hat{Z}_i$, and $\mu_{Z_i}$ is the mean value of $Z_i$.

D. Parameters Selection

For the LTTR method, we need to set two key parameters $K$ and $\lambda$. The number of clusters $K$ has an important influence on the cubes clustering process. Fig. 4(a) plots the PSNR of the reconstructed Toys (an HSI in the CAVE database) and of Pavia University as a function of $K$. As we can see from Fig. 4(a), the PSNR for CAVE database first rises as $K$ varies from 10 to 110, and then, the PSNR decreases as $K$ is bigger than 160. Hence, we set $K = 120$ for CAVE database. For Pavia University, the PSNR rises rapidly as $K$ varies from 10 to 460, and then, it reaches a stable level. Therefore, $K$ is set as 460 for Pavia University in our experiments. The selections of parameter $K$ are very different for CAVE database and Pavia University, which is caused by different scenes captured by ground-based HSI (CVAE database) and remotely sensed HSI (Pavia University). Pavia University captures the scene
over the urban area of the University of Pavia, Italy, which contains many different objects. Compared with Pavia University, the HSIs in CAVE database capture much smaller scenes, which contain much fewer objects. Therefore, the parameter $K$ is set much bigger in Pavia University than that in CAVE database.

The parameter $\lambda$ is the weight of the LTTR term, which has an importance on the solution. Fig. 4(b) plots the PSNR curves of the reconstructed Toys (an HSI in the CAVE database) and of Pavia University as a function of $\lambda$. As we can see from Fig. 4(b), the PSNR for CAVE database rises, as $\lambda$ varies from $2 \times 10^{-4}$ to 0.01, and then, it does not have obvious changes as $\lambda$ grows further. For Pavia University, the PSNR rises as $\lambda$ grows from $2 \times 10^{-4}$ to $4 \times 10^{-4}$, and then, it decreases quickly as $\lambda$ is bigger than $6 \times 10^{-4}$. Therefore, we set $\lambda = 0.01$ for CAVE database and $\lambda = 4 \times 10^{-4}$ for Pavia University. The parameter $\lambda$ is set bigger for the CAVE database than that for Pavia University. The reason is that HSIs in CAVE database has much higher spatial resolution than that of Pavia University. In this way, the nonlocal spatial–spectral similarities in the CAVE database are stronger, and we need the bigger regularization parameter.
E. Experimental Results

The average quality metrics of the compared approaches on the CAVE database is shown in Table I. We highlight the best results in bold for clarity. As we can see from Table I, the proposed LTTR method performs the best among the compared approaches in terms of all quality metrics, which demonstrates the effectiveness of LTTR prior. The NSSR takes the second place in terms of quality metrics, which also uses the nonlocal similarities for reconstruction. To compare the performance of the compared approaches in each spectral band, Fig. 5(a) shows the average PSNR as a function of the spectral bands over CAVE database. As we can see from Fig. 5(a), the LTTR performs constantly better than the other methods in each band. For visual comparison, we show the reconstructed images and corresponding error images for CD (an HSI in CAVE database) at the ninth band in Fig. 6. We magnify a meaningful region of each reconstructed image for better visual comparison. As we can see from the magnified regions, the HR images recovered by CSU, NSSR, and NLSTF have obvious artifacts, and the HR images recovered by LTTR is more close to the ground truth.

The PSNR, SAM, UIQI, and ERGAS of the test methods on Pavia University are shown in Table II. As we can see from Table II, the proposed LTTR approach still outperforms other compared approaches, and the NSSR and NLSTF produce comparable results. To compare the performance of the compared approaches in different spectral bands, Fig. 5(b) shows the PSNR curves as a function of the spectral bands over Pavia University for the compared approaches. As we can see from Fig. 5(b), the LTTR delivers the best results at most of the
spectral bands among the compared approaches. The performance gain in the CAVE database is much higher than that in the Pavia University. The main reason is that CAVE database is ground-based HSI, and it has the high spatial resolution. However, Pavia University is remotely sensed HSI, its spatial resolution is much lower than that of CAVE database. There are many similar spatial structures in the high spatial resolution image. The proposed LTTR uses similar cubes to constitute a 4-D tensor and forces LTTR prior on the 4-D tensor, which can effectively exploit the nonlocal similarities. Therefore, the LTTR is more effective for HSIs with higher spatial resolution (CAVE database). This claim can be supported by the discussion of LTTR regularization parameter \( \lambda \). As we can see from Fig. 4(b), the optimal \( \lambda \) for CAVE database (0.01) is much larger than that for Pavia University (4 \times 10^{-4}), which demonstrates that the LTTR prior is more effective for the CAVE database. Fig. 7 shows the recovered images and corresponding error images of the compared approaches for Pavia University at 30th band. Similarly, a specific region of each recovered image is also magnified for visual comparison. As we can see from the magnified regions, all compared methods deliver clear and sharp spatial details. The HR-HSI reconstructed by CSU has a few artifacts, and the NSSR, NLSTF, and LTTR perform well in reconstructing the detailed structures.

VI. CONCLUSION

This paper presents the LTTR-based HSI super-resolution method by fusing the LR-HSI with HR-MSI of the same scene to recover the HR-HSI. In the LTTR approach, we design a novel LTTR prior to regularize the super-resolution problem. Specifically, based on the learned clusters of HR-MSI cubes, we build clusters of HR-HSI cubes with the same spatial structure. HR-HSI cubes in each cluster can constitute a 4-D tensor, and we impose the LTTR prior on these 4-D tensors, which can effectively correlate among spatial, spectral, and nonlocal modes. The super-resolution problem is solved efficiently with the ADMM. Experimental results demonstrate the superiority of the LTTR approach.

For future works, the LTTR can be improved in two aspects. First, the spectral band can also be divided into several groups to better exploit the similarities between different spectral bands, which may further promote the performance. Second, the LTTR regularization parameter \( \lambda \) is the same for all 4-D tensors in the LTTR, and it may be better to choose different \( \lambda \) for different 4-D tensors. In addition, the proposed LTTR prior may also be effective for other HSI restoration problems, such as HSI denoising.
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