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Abstract—Most of the existing hyperspectral anomaly detectors are designed based on a single pixel-level feature. These detectors may not adequately utilize spectral–spatial information in hyperspectral images (HSIs) for detecting anomalies. To overcome this problem, this article introduces a novel subpixel-pixel-superpixel guided fusion (SPSGF) method for hyperspectral anomaly detection. This approach comprises three main steps. First, subpixel-, pixel-, and superpixel-level features are extracted from an HSI by employing the spectral unmixing, morphological operation, and superpixel segmentation techniques, respectively. Then, based on the spatial consistency of three features, a guided filtering-based weight optimization technique is developed to construct weight maps for fusion. Finally, a simple yet effective decision fusion method is adopted to utilize the complementary information of three features, and then generates a fused detection result. The performance of the proposed approach is evaluated on three real-scene HSIs and one synthetic HSI. Experimental results validate the advantages of the SPSGF method.
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I. INTRODUCTION

HYPERSPECTRAL images (HSIs) contain a wealth of spectral information, which can identify spectral signatures of various land coverings [1]–[3]. Therefore, HSIs have been widely used in many applications, including classification, visualization, and target detection [4]–[6]. Recently, hyperspectral anomaly detection has attracted much attention, since it plays a significant role in public safety and defense domains [7], [8].

In the remote sensing field, anomaly pixels usually have different spectral–spatial difference with their surrounding background pixels [9]. Hyperspectral anomaly detection aims to distinguish anomalies from their surrounding background without any prior information about anomalies [10]. During the past decades, many anomaly detection techniques have been proposed [11]. Statistical modeling [12] and representation-based modeling [13] are two main strategies for the current detectors. Statistical modeling techniques are usually connected with Gaussian distribution. In [14], the Reed–Xiaoli (RX) algorithm uses a multivariate Gaussian model to estimate anomalies. Besides, some variants of the RX detector have been designed [15]–[20]. In [15], the regularized-RX method regularizes the local covariance matrix estimated from all pixels. In [16], the weighted-RX method is proposed to calculate the mean vector and covariance matrix with a Gaussian probability estimation. In [17], the kernel RX algorithm exploits the higher feature to strengthen the detection ability [18]. The cluster-based anomaly detection (CBAD) method [19] segments the scene into different regions and then identifies anomalies in each region. Moreover, some non-RX-based detectors have been proposed, including nonlinear learning-based detector [21], discriminative metric learning-based detector [22], and probabilistic anomaly detector [23].

Besides, representation-based modeling approaches also have attracted lots of attention [24]. These techniques suppose that the background can be constructed by some main spectra, while anomaly targets fail to. Sparse representation [25], [26], low-rank and sparse matrix decomposition (LRSM) [27], [1], and tensor representation-based detectors [6] have been developed in recent years. In [25], the background joint sparse representation detector (BJSRD) utilizes the redundant background information to deal with complicated multiple background classes. In [26], background pixels can be constructed by their spatial neighborhood pixels, whereas targets fail to be well represented. In [27], the LRSM method supposes that the background component is low-rank, and the remaining component can preserve anomalies. Since tensor models can well represent a three dimension data, a tensor representation-based detector is designed to detect anomalies [6]. Generally speaking, most of the current anomaly detectors are designed based on a single pixel-level feature, which may not fully capture spectral–spatial information in HSIs.

In fact, due to the low spatial resolution, HSIs target detection and scene classification often encounter a tough problem, i.e., the presence of mixed pixels. That is, a single pixel is jointly occupied by several distinct pure materials (endmembers), resulting in some severe problems for the accurate interpretation of the image contents [28], [29]. Fortunately, some unmixing approaches [30]–[32] have been designed to compute abundance fractions (AFs) of endmembers. With the
computed AFs, we can describe spectral mixture information at a subpixel level [33], [34]. On the other hand, some superpixel-based HSIs classification techniques [35], [36] have recently attracted much attention. Each superpixel in HSIs can be regarded as a set of pixels with similar spatial and spectral characteristics in a shape-adaptive homogeneous region [36]. A superpixel-level feature contains spectral–spatial similarity information, which has demonstrated to be useful for improving HSIs classification performance [37], [38]. In summary, the subpixel- and superpixel-level features contain the unique spectral–spatial information respectively, and provide complementary information for image interpretation and analysis.

Based on the analysis above, we propose a novel subpixel-superpixel-guided fusion (SPSGF) method to exploit the complementary information among the subpixel-, pixel-, and superpixel-level features for hyperspectral anomaly detection. The proposed detector has three main steps. First, a spectral unmixing approach [39] is employed to calculate the AFs of endmembers, exploiting the spectral mixture information at the subpixel-level feature. By using the morphological operation [40], the spatial structure information can be exploited at the pixel-level feature. An entropy rate segmentation technique is adopted to exploit the spectral–spatial similarity information at the superpixel-level feature. Then, based on the spatial context of three complementary features, a guided filtering-based weight construction technique is developed to construct weight maps for fusion. Lastly, a simple yet effective decision fusion method is adopted to utilize complementary information of three features, and then generates a fused detection result.

The rest of this article is summarized as follows. We review the LRSMD and the guided filter in Section II. The proposed SPSGF method is introduced in Section III. Section IV presents the experimental results. Section V concludes this article with some remarks.

II. RELATED WORKS

For convenience, Table I lists frequently used notation in this article.

A. LRSMD Model for HSI

The LRSMD model was developed by Candès et al. [42]. It assumes that an observed data $Y$ can be decomposed as a low-rank component $L$ and a sparse component $S$. Based on this assumption, the observed data $Y$ can be represented as

$$ Y = L + S + N $$

(1)

where $N$ is a Gaussian noise term. Due to the spatial neighborhood similarity in HSIs, we can use a linear combination of several basic vectors to represent each spectral vector in the background [27]. Therefore, the background usually is of low rank. Generally, anomalies are small-region targets, compared with their surroundings. Therefore, anomalies usually have sparse property [1].

Based on the analysis above, it is natural to apply the LRSMD model to separate the sparse anomaly component and low-rank background component from HSIs. The nuclear norm $\|\cdot\|_*$ is employed as a convex relaxation of the rank in the low-rank background and $l_1$ norm is employed to model the sparse property [42]. Let $Y_k$ be the $k$th band image of the observed HSI data $Y$. $S_h$ stands for the $k$th band image of the sparse anomaly component $S$. The LRSMD model is defined as follows:

$$ \min_{L_S, S_h} \|L_k\|_* + \lambda \|S_k\|_1, \quad \text{s.t. } \|Y_k - L_S - S_h\|_F < \sigma $$

(2)

where $\lambda$ is a regularization parameter, and $\sigma$ is a constant related to the standard deviation of the Gaussian noise [42], [43].

B. Guided Filter

In recent years, some edge-preserving filters [44]–[46] have been proposed, such as the guided filter [44], the joint bilateral filter [45], and the weighted least squares [46]. The guided filter adopts a local linear model, which has been proven to be a useful tool in image matting, upsampling, and denoising [44]. In the guided filter, the output image $\hat{O}$ can be constructed by the linear transform of the guidance image $I$ in a local window $w_j$ centered at pixel $j$.

$$ O_i = a_j I_i + b_j \quad \forall i \in w_j $$

(3)

where the size of $w_j$ is $(2r+1) \times (2r+1)$ $(r$ decides the filter size). $P$ is the input image. An energy function is constructed to decide coefficients $a_j$ and $b_j$

$$ E(a_j, b_j) = \sum_{i \in w_j} ((a_j I_i + b_j - P_i) + \epsilon a_j^2) $$

(4)
where $\epsilon$ decides a blurring degree of the guided filter. The coefficients $a_j$ and $b_j$ are solved via linear regression \[44\]

$$a_j = \frac{1}{|w_j|} \sum_{i \in w_j} I_i P_i - \mu_j \delta_j, \quad b_j = \overline{P_j} - a_j \mu_j$$

\[5\]

where $|w_j|$ denotes the number of pixels in $w_j$, $\mu_j$ and $\delta_j$ are the mean and variance of $I$ in $w_j$, $\overline{P_j}$ represents the mean of $P$ in $w_j$. Then, we can calculate the output image $O$ according to (3).

There are two goals in (4). On the one hand, the filtering output image $a_j I_i + b_j$ needs to be as close as possible to $P$. On the other hand, the local linear model needs to be maintained in (4). Intensity changes in the guidance image $I$ can be mostly preserved in $O$ via solving (4). In this article, the guided filtering operation is represented by $G_{r,\epsilon}(P, I)$.

### III. SPSGF Method

Fig. 1 displays the schematic of the SPSGF technique. First, subpixel-, pixel-, and superpixel-level features are extracted from an HSI by employing the spectral unmixing [39], morphological operation [40], and superpixel segmentation [41] techniques, respectively. Initial detection maps can be produced from three features via employing the LRSMF technique [42]. Then, based on the spatial consistency of three features, the guided filtering-based weight optimization technique is employed to construct weight maps for fusion. Last, a simple yet effective decision fusion method is adopted to utilize the complementary information of three features, and then generates a fused detection result.

#### A. Subpixel-, Pixel-, and Superpixel-Level Features-Based Initial Detection Results

1) Spectral Dimension Reduction: The objective of spectral dimension reduction is to reduce the spectral dimension of HSIs, and preserve the class separability of various targets. It is helpful for HSIs processing [47]–[50] (e.g., scene classification [47] and object detection [50]). Therefore, in the proposed method, the spectral dimension of hyperspectral data is first reduced by employing the averaging fusion method [48]. Specifically, it divides an HSI into $m$ subgroups. The $m$th subgroup contains $N_m$ bands. Then, each subgroup has been fused and the resulting fused bands can be produced as follows:

$$X_m = \frac{\sum_{n=1}^{N_m} Y_{m,n}}{N_m}$$

\[6\]

where $Y_{m,n}$ is the $n$th band in the $m$th subgroup of the input HSI $Y$. $X_m$ is the $m$th fused band. Since the adjacent bands have the high correlation, the fused image can effectively remove the redundant information and preserve main structures for each subgroup.

2) Spectral–Spatial Features Extraction: By performing a spectral unmixing method, we use the fractional abundances of endmembers to represent the subpixel-level feature. According to the work [39], we employ the minimum volume simplex analysis (MVSA) approach to generate the abundance matrix $d_l$

$$d_l = QX$$

\[7\]
where $X$ is the input data, which is defined as

$$X = \sum_{l=1}^{e} s_l(d_1)_l + \omega, \quad \text{s.t.} \quad \sum_{l=1}^{e} (d_1)_l = 1, \quad (d_1)_l \geq 0 \quad (8)$$

where $s_l$ represents the $l$th endmembers, and $(d_1)_l$ is the corresponding fractional abundances. The number of endmembers $e$ is estimated by employing the vertex component analysis (VCA) [33] method. For the four data sets used in the experiment, the number of endmembers is 11, 11, 12, and 8, respectively. $Q^{-1}$ is a mixing matrix, which is defined as

$$Q = \arg\min_{Q} \log|\det(Q)|, \quad \text{s.t.} \quad QX \geq 0, \quad QX = 1 \quad (9)$$

where $\det(Q)$ is the volume defined by the origin and the columns of $Q$ [39]. By combining (7) and (9), the fractional abundances $d_1$ can be estimated.

Then, we extract the pixel-level feature $d_2$ by employing the attribute filtering operation [40]. It can adequately exploit the spatial structure information of HSIs via preserving or removing connected components. The attribute filtering results are constructed as follows:

$$AF(X_v) = [\gamma(X_v), \phi(X_v)] \quad (10)$$

where $\gamma$ is the $v$th band image of the $X$. $\phi$ and $T_{\text{area}}$ represent the attribute thinnings, thickenings, and a predefined logical predicate, respectively. In real remote sensing scenes, anomalies usually are small-region targets, compared with their surroundings. To capture the area information of different objects, we employ the attribute thinning and thickening operations to remove the connected bright and dark components in an image with the predefined logical predicate, i.e., $\text{area} < T_{\text{area}} [50]$. In this article, $T_{\text{area}}$ is empirically set to 25.

After employing the attribute filtering operation, the differential operation is utilized to estimate the difference between the attribute filtered images and the input image $X$, which can extract anomalies from the background

$$d_2 = \sum_{v=1}^{m} |\phi(X_v) - X_v| + |X_v - \gamma(X_v)| \quad (11)$$

where $s_n$ is the $n$th differential operational band of the dimension-reduced HSI $X$. $m$ is the spectral dimension of the dimension-reduced HSI $X$.

To capture the superpixel-level feature $d_3$, we use the entropy rate superpixel (ERS) [41] technique to segment the HSI into some nonoverlapping regions. Each region is a superpixel. First, the principal component analysis (PCA) algorithm is adopted to transform $X$ and preserve its first three principal components (PCs), which reflect the most critical information in HSIs. The extracted PCs are considered as a based image, and it is mapped to a graph. Then, the ERS algorithm is applied to generate some edges $E_o \in E$ via solving an optimization issue

$$\max_{E_o} H(E_o) + \beta F(E_o) \quad (12)$$

where $H$ represents the entropy rate, and $F$ represents a balancing term. An iterative greedy algorithm [41] is employed to solve the problem (12), and the superpixel map $o$ that contains some homogeneous regions is produced. For the four data sets used in the experiment, the superpixel number $N_s$ is set to 200, 200, 200, and 300, respectively. We obtain the superpixel-level feature $d_3$ by reshaping these homogeneous regions.

3) Initial Detection: The LRSMD model is employed to separate the $n$th sparse anomaly component $S_n$ from the $n$th feature $d_n$ ($n = 1, 2, 3$). We solve (2) by the alternating direction method (ADM) [43]. After the recovery of both the low-rank background components $L_n$ and the sparse anomaly components $S_n$, the low-rank term contains the global background information, and the sparse term captures the anomalies information. Each band in $S_n$ is fused together, as so to generate initial detection maps $D_n$ ($n = 1, 2, 3$)

$$D_n = \frac{1}{K_n} \sum_{k=1}^{K_n} (S_n)_k \quad (13)$$

where $K_n$ is the spectrum dimension of three anomaly components $S_n$, and $(S_n)_k$ is the $k$th band image of $S_n$.

B. Weight Map Construction With Guided Filtering

The weight map in Fig. 1 is represented as follows. First, the Laplacian filter is employed to the first PC $Y_{\text{pc1}}$ of the original image to obtain the saliency map $M$

$$M = Y_{\text{pc1}} * L_{\text{ap}} \quad (14)$$

where $L_{\text{ap}}$ is a $3 \times 3$ Laplacian filter. The measured saliency map contains the saliency detail information. Then, we obtain the weight map $W$ by thresholding the saliency map $M$

$$W = \text{Aero}(\text{TD}(M \otimes \kappa, \theta), \zeta) \quad (15)$$

where $\kappa$ represents a square dilation and $\otimes$ is the dilation operation. In the function $\text{TD}$, a pixel is set to 1 if its value is greater than $\theta$, otherwise is set to 0. We adopt the well-known Otsu’s method to select $\theta$ [51]. In the function $\text{Aero}$, pixels in the connected component are assigned as 0, when the area is larger than $\zeta$ pixels. When $\zeta$ is quite large, $\text{Aero}$ will not affect detection performances. In contrast, if $\zeta$ is very small, anomalies and background will be both removed from the detection result. In this article, the $\zeta$ is optimally assigned as $N_{\text{total}}/100$ ($N_{\text{total}}$ denotes the number of pixels in the HSI).

The obtained weight map usually contains some noise and fails to align target boundaries accurately. These factors may generate artifacts in the fused result. Employing spatial consistency is a robust strategy to tackle the issue [52], [53]. Spatial adjacent pixels usually have similar intensity values. This means that they should possess the same weight. A spatial consistency-based fusion technique is to perform the energy function, which enforces the pixel saliency and encodes edge aligned weights by a smoothness term. By minimizing the energy function, the desired weight maps can be obtained. In this article, the refined weight maps are optimized by the guided filtering. We perform the guided filter on the weight map $W$ with the corresponding first PC $Y_{\text{pc1}}$. The filtering weight of the guided filter $W_n$ ($n = 1, 2, 3$) is constructed as follows:

$$W_n = G_{\tau_n, \epsilon_n}(W, Y_{\text{pc1}}) \quad (16)$$
where \( r_1, \epsilon_1, r_2, \epsilon_2, r_3, \epsilon_3 \) represent parameters in the guided filter. \( W_1, W_2, \) and \( W_3 \) mean refined weight maps of the subpixel-, pixel-, superpixel-features, respectively. Motivations of the weight construction technique are as follows. Based on (3) and (5), it is obvious that when pixels are in the flat region of the guidance image, \( a_j \) will be close to zero and the output image \( O \) will equal \( P_j \). By contrast, if pixels are in the edge region, \( a_j \) will become far from zero. According to [44], \( \nabla O \approx \pi \nabla I \) will achieve. This denotes that weights on the one side of the edge will be averaged. In two situations, spatial neighborhood pixels with a similar intensity value will possess similar weights.

Furthermore, in Fig. 2, the subpixel feature-based initial detection map looks spatially smooth. Therefore, the corresponding weight map needs to be smooth. Otherwise, artifacts will be generated in the fused image. On the other hand, sharp and edge-aligned weights are preferred to fuse the pixel and superpixel feature-based initial detection maps. The reason is that some image detail information may be lost if the weight map is oversmoothed. Thus, we tend to select the large filter size and the blurring degree to fuse the subpixel feature-based detection map, and we prefer to select the small filter size and the small blurring degree to fuse the pixel and superpixel features-based detection maps.

C. Guided Filtering-Based Decision Fusion

In this step, three initial detection results \( D_n \) are fused with their corresponding weight maps \( W_n \)

\[
\hat{D} = \sum_{n=1}^{3} W_n D_n
\]

where \( \hat{D} \) is the final detection map. By jointly utilizing three complementary spectral–spatial features, the SPSGF method can achieve a better detection performance. The reason is that when one feature is unsatisfactory, the others may be effective.

IV. EXPERIMENTS AND DISCUSSION

A. Data Sets Description

Three real hyperspectral data sets and one synthetic hyperspectral data set are utilized to investigate detection performances of the SPSGF method. Four images are publicly available.\(^1\) We have added Table II to show the important information of four data sets.

The first image was acquired by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor. It is an airport area in San Diego, CA, USA. This image has \( 100 \times 100 \) pixels. Its spatial resolution is 3.5 m. There are 189 spectral channels in the wavelength range of 0.37–2.51 \( \mu \text{m} \). In this data set, three aircraft are regarded as anomalies, and the surrounding background mainly consists of the airstrip and grassland. Fig. 3 shows its false color image and reference detection map.

The second image was acquired by the AVIRIS sensor. It is an airport area in Los Angeles, CA, USA. The data set comprises \( 100 \times 100 \) pixels. Its spatial resolution is 7.1 m. It has 205 spectral channels in the wavelength range of 0.43–0.86 \( \mu \text{m} \). Fig. 4 illustrates its false color image and reference detection map.

The third image was captured by the AVIRIS sensor. It is an urban area in Los Angeles, CA, USA. This image comprises \( 100 \times 100 \) pixels. The spatial resolution is 7.1 m. It has 205 spectral bands in the wavelength range of 0.43–0.86 \( \mu \text{m} \).

\(^1\)http://xudongkang.weebly.com
TABLE II
SOME FEATURES OF THE FOUR DATA SETS

<table>
<thead>
<tr>
<th></th>
<th>Captured place</th>
<th>Spatial resolution</th>
<th>Wavelength range</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>San Diego</td>
<td>San Diego</td>
<td>3.5m</td>
<td>0.37-2.51μm</td>
<td>100 × 100 × 189</td>
</tr>
<tr>
<td>ABU-Airport</td>
<td>Los Angeles</td>
<td>7.1m</td>
<td>0.43-0.86μm</td>
<td>100 × 100 × 205</td>
</tr>
<tr>
<td>ABU-Urban</td>
<td>Los Angeles</td>
<td>7.1m</td>
<td>0.43-0.86μm</td>
<td>100 × 100 × 205</td>
</tr>
<tr>
<td>Gulf of Mexico</td>
<td>Gulf of Mexico</td>
<td>7.5m</td>
<td>0.36-2.50μm</td>
<td>280 × 180 × 258</td>
</tr>
</tbody>
</table>

To demonstrate the advantage of the guided filtering-based fusion technique. For the sake of fairness, the setting of these parameters in the SPSF method is the same as the SPSGF method.

Receiver operating characteristic (ROC) curves [26] are adopted to evaluate the detection performance. For an ROC curve, its target detection rates and false alarm rates are computed by using a certain segmentation threshold [26]. Generally, a better detector can lead to a larger area under the curve [27]. As suggested in [55], we also calculate the area under the ROC curve (AUC) to evaluate performances of these detection methods. A better detection method usually possesses a higher AUC score.

The inner window size in the LRX detector \( w_{in} \) varies from 3 to 19, and the outer window size \( w_{out} \) varies from 5 to 23. The rank \( r \) in the LSMAD method is set to 5. The regularization parameter \( \lambda \) in the CRD approach is fixed as \( 10^{-6} \). Two filtering parameters in the AED method \( f_1 \) and \( f_2 \) are set to 5 and 0.5. For the SPSGF detector, a parameter setting \( K_0 = 30, \lambda = 0.6, T_{area} = 25 \) is adopted for the test images.

For the four images, the detection results are displayed in Figs. 7–10. We can observe that the SPSGF and SPSF methods can identify the anomalies in four data sets effectively. The reason is that the SPSGF and SPSF methods can exploit jointly the complementary information of three features, instead of a single pixel-level feature. For the San Diego data set and ABU-Airport data set, the SPSGF and SPSF methods can well detect aircraft in the airstrip. By contrast, the LRX method does not perform well. The RX and CRD methods can identify the position of anomaly targets, but the shape of targets fails to be preserved effectively. Meanwhile, for the LSMAD method, edge details of some targets are lost. The reported AUC values on the San Diego image also support this observation.

For the ABU-Urban data set, the RX and LRX methods lack the robustness for detecting anomalies in the complex background, failing to identify some targets effectively. For the CRD and LSMAD methods, some background pixels are mistakenly considered as targets. Compared with the SPSF method, the SPSGF method can better highlight anomaly targets and suppress the interferences of background signals.

For the Gulf of Mexico data set, the RX, CRD, and LSMAD approaches can detect targets, but intensities are lower than the SPSGF approach. The AED and SPSF methods fail to remove interferences of the background pixels effectively. As illustrated in Table II, the proposed detector can better detect anomalies in the complex background and achieve the highest detection value, AUC = 0.9988.

The AUC scores for four data sets are illustrated in Table III. We can observe that the SPSGF detector can provide a
better detection performance than the other methods. For four images, the AUC values obtained by the SPSGF method are 0.9921, 0.9907, 0.9852, and 0.9988, respectively. Furthermore, we compare the ROC curves of various detectors in Fig. 11. This illustrates that the SPSGF method usually has higher true-positive rates compared with others.

All the programs of various methods are executed on a computer with 2.6-GHz CPU and 32-G memory, and the test platform is MATLAB R2016b. We measure speeds of all detectors on the four data sets. The running time is presented in Table IV. We can observe that the SPSGF method needs more computational cost than the SPSF approach. The reason is that the SPSGF approach applies the guided filtering-based weight construction technique to fuse the complementary information instead of using the simple average fusion technique. The LRX and CRD approaches need more calculating time than others.

### C. Parameters Discussion

In this section, we analyze the influence of various parameters in the SPSGF detector. Main parameters contain the band number $m$, sparsity regularization parameter $\lambda$, thresholding number $T_{\text{area}}$, and superpixels number $N_s$.

The effects of parameter $m$ on the detection performance are illustrated in the top left of Fig. 12. When $m = 10$, accuracies

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>San Diego</td>
<td>0.9403</td>
<td>0.9457</td>
<td>0.9514</td>
<td>0.9788</td>
<td>0.9837</td>
<td>0.9812</td>
<td>0.9921</td>
</tr>
<tr>
<td>ABU-Airport</td>
<td>0.8404</td>
<td>0.9378</td>
<td>0.9702</td>
<td>0.9485</td>
<td>0.9901</td>
<td>0.9793</td>
<td>0.9908</td>
</tr>
<tr>
<td>ABU-Urban</td>
<td>0.9692</td>
<td>0.9539</td>
<td>0.9521</td>
<td>0.9607</td>
<td>0.9818</td>
<td>0.9802</td>
<td>0.9852</td>
</tr>
<tr>
<td>Gulf of Mexico</td>
<td>0.9910</td>
<td>0.9377</td>
<td>0.9804</td>
<td>0.9884</td>
<td>0.9927</td>
<td>0.9971</td>
<td>0.9988</td>
</tr>
</tbody>
</table>

Fig. 7. Detection maps obtained by different methods for the San Diego scene. (a) RX [14]. (b) LRX [14]. (c) CRD [26]. (d) LSMAD [27]. (e) AED [50]. (f) SPSF. (g) SPSGF.

Fig. 8. Detection maps obtained by different methods for the ABU-airplane scene. (a) RX [14]. (b) LRX [14]. (c) CRD [26]. (d) LSMAD [27]. (e) AED [50]. (f) SPSF. (g) SPSGF.

Fig. 9. Detection maps obtained by different methods for the ABU-Urban scene. (a) RX [14]. (b) LRX [14]. (c) CRD [26]. (d) LSMAD [27]. (e) AED [50]. (f) SPSF. (g) SPSGF.
Fig. 10. Color detection maps obtained by different methods for Gulf of Mexico data set. (a) RX [14]. (b) LRX [14]. (c) CRD [26]. (d) LSMAD [27]. (e) AED [50]. (f) SPSF. (g) SPSGF.

Fig. 11. ROC curves of different anomaly detection methods on four data sets. (a) San Diego scene. (b) ABU-airplane scene. (c) ABU-Urban scene. (d) Gulf of Mexico scene.

TABLE IV

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>San Diego</td>
<td>0.29</td>
<td>76.23</td>
<td>81.76</td>
<td>0.83</td>
<td>0.61</td>
<td>6.35</td>
<td>9.23</td>
</tr>
<tr>
<td>ABU-Airport</td>
<td>0.31</td>
<td>86.97</td>
<td>112.97</td>
<td>0.84</td>
<td>0.64</td>
<td>7.03</td>
<td>9.31</td>
</tr>
<tr>
<td>ABU-Urban</td>
<td>1.52</td>
<td>453.56</td>
<td>671.03</td>
<td>2.12</td>
<td>1.83</td>
<td>47.27</td>
<td>51.22</td>
</tr>
<tr>
<td>Gulf of Mexico</td>
<td>1.55</td>
<td>463.99</td>
<td>669.39</td>
<td>2.13</td>
<td>1.84</td>
<td>47.26</td>
<td>51.22</td>
</tr>
</tbody>
</table>

Fig. 12. Effects of main parameters on the detection performance of the proposed method. (a) Band number $m$. (b) Sparsity regularization $\lambda$. (c) Thresholding number $T_{\text{area}}$. (d) Superpixels number $N_s$.

The computing time (seconds) of various methods on the four data sets.

The sparsity regularization parameter $\lambda$ is set to $q/\sqrt{N_{\text{total}}}$ (where $N_{\text{total}}$ denotes spatial pixels in the HSI). When $\lambda$ is larger, contributions of the sparse regularization is stronger. When $\lambda$ is set to 0, the LRSMD solver changes to the low-rank factorization model. In both situations, the sparse anomaly components cannot be well characterized. The SPSGF method has relatively satisfactory detection performances for four test data sets when $q$ rises from 0.5 to 0.8. The bottom subfigures illustrate the influence of $T_{\text{area}}$ and $N_s$. If $T_{\text{area}}$ is too small, the detection accuracy will descend. The reason is that it is difficult to detect targets with the area larger than $T_{\text{area}}$. Moreover, if $T_{\text{area}}$ is too large, some background regions may be detected. In addition, when $N_s$ is quite small or large, it may fail to segment the HSIs effectively, which cannot fully reflect spectral–spatial information in homogeneous regions.

According to the spatial context of three features, the parameters of the guided filter are empirically selected to $r_1 = 33$, $\epsilon_1 = 0.1$, $r_2 = 8$, $\epsilon_2 = 10^{-6}$, $r_3 = 12$, and $\epsilon_3 = 10^{-5}$.

Then, to analyze the influence of the guided filtering-based decision fusion, evaluation scores of three features,
ponents, the complementary information in three features. By combining the guided filtering-based weight construction technique, the complementary information in three features can be better exploited for detecting anomalies.

This article presents a novel SPSGF method for hyperspectral anomaly detection. The subpixel-, pixel-, superpixel-level features contain the unique spectral–spatial information in HSIs, respectively. Based on the spatial context of the three features, the guided filter is employed to construct weight maps for fusion. In this way, we can fully capture complementary information from three features for anomaly detection. Experimental results demonstrated that the SPSGF algorithm could achieve competitive detection performance on three real hyperspectral data sets and one synthetic hyperspectral data set.

In the future, we will investigate how to apply the complementary features for other applications (e.g., classification, visualization, and change detection). Moreover, deep neural network-based detection method will be furthermore researched.
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