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Abstract—Accurate retinal fluid segmentation on Optical Coherence Tomography (OCT) images plays an important role in diagnosing and treating various eye diseases. The art deep models have shown promising performance on OCT image segmentation given pixel-wise annotated training data. However, the learned model will achieve poor performance on OCT images that are obtained from different devices (domains) due to the domain shift issue. This problem largely limits the real-world application of OCT image segmentation since the types of devices usually are different in each hospital. In this paper, we study the task of cross-domain OCT fluid segmentation, where we are given a labeled dataset of the source device (domain) and an unlabeled dataset of the target device (domain). The goal is to learn a model that can perform well on the target domain. To solve this problem, in this paper, we propose a novel Structure-guided Cross-Attention Network (SCAN), which leverages the retinal layer structure to facilitate domain alignment. Our SCAN is inspired by the fact that the retinal layer structure is robust to domains and can reflect regions that are important to fluid segmentation. In light of this, we build our SCAN in a multi-task manner by jointly learning the retinal structure prediction and fluid segmentation. To exploit the mutual benefit between layer structure and fluid segmentation, we further introduce a cross-attention module to measure the correlation between the layer-specific feature and the fluid-specific feature encouraging the model to concentrate on highly relative regions during domain alignment. Moreover, an adaptation difficulty map is evaluated based on the retinal structure predictions from different domains, which enforces the model focus on hard regions during structure-aware adversarial learning. Extensive experiments on the three domains of the RETOUCH dataset demonstrate the effectiveness of the proposed method and show that our approach produces state-of-the-art performance on cross-domain OCT fluid segmentation.

Index Terms—Optical Coherence Tomography, Retinal Fluid Segmentation, Cross-Domain Segmentation, Retinal Structure.

I. INTRODUCTION

O ptical coherence tomography (OCT) [1] generates 3-D images for living tissue at micrometer resolution, which is an indispensable part of quantitative analysis in clinical ophthalmology. Thanks to the development of semantic segmentation techniques [2]–[4], fluid segmentation on OCT images is introduced to aid doctors to diagnose and treat common retinal diseases, such as diabetic macular edema which is the most common cause of visual loss in diabetic retinopathy [5], [6].

Recently, several deep-based approaches [7]–[10] have been proposed to segment OCT fluid and achieve impressive improvement compared with the hand-crafted machine learning-based OCT image segmentation method [11]–[13]. However, existing methods commonly assume that the training and testing data share the same distribution, which largely limits their application in the real world. In clinical ophthalmology, the heterogeneity of OCT devices and acquisition protocols at each hospital may be very different, resulting in large differences in the distribution of data acquired by different scenes (see Fig. 1(a)). Given a model trained on one domain, it may produce a poor performance on the domain that has a large distribution gap to the trained domain (see Fig. 1(b)). This is caused by the domain shift, a well-known problem in the machine learning and deep learning community. One may suggest labeling data in the new domain and training a new model. However, labeling pixel-wise data is expensive and laborious, and requires adequate expert knowledge. As a consequence, labeling data in each new domain is not a permanent and efficient solution.

Unsupervised domain adaptation (UDA) [14], [15] is a promising direction to address the domain shift issue. UDA aims to transfer the knowledge of the labeled source domain
to the unlabeled target domain so that the adapted model can perform well on the target domain. Although semi-supervised learning has proposed to transfer knowledge from labeled data to unlabeled data [16]–[18], they also ignore the fact that the labeled data and the unlabeled data may come from different domains. UDA has been extensively exploited in the literature, in which the most popular solution [19]–[21] is aligning source and target distributions by adversarial learning [22]. Recently, researchers have paid more attention to semantic segmentation and tried to bridge domain gaps by minimizing the difference in the aspects of image style [23], [24], intermediate latent features [25], [26], late output space [27]–[30], or the combinations of the aforementioned strategies [31]–[33]. Inspired by the success of UDA in semantic segmentation, in this paper, we study the task of UDA in OCT fluid segmentation to address the domain shift issue in a practical application.

Considering the high relation between semantic segmentation and OCT fluid segmentation, most existing UDA methods in semantic segmentation can be applied to OCT fluid segmentation. However, they mostly focus on natural scenes (e.g., street) and design specific modules/algorithms based on corresponding knowledge (e.g., class frequency in the street). Since OCT images are very different from natural images, we should consider medical professional knowledge during OCT image segmentation instead of directly using the ones adopted in natural tasks. In this paper, we aim to achieve this goal from the perspective of anatomical information. In OCT images, the accumulation of fluid will break the normal retinal structure, and the degree of retinal layer deformation is directly bound up with the fluid. Therefore, it is natural to leverage the mutual interaction between the fluid and retinal layer to improve the OCT segmentation result [34]. However, retinal layer segmentation is another challenging task in OCT, requiring expensive labeling efforts to learn an accurate model [10]. This limits the usage of retinal layer segmentation in UDA due to the absence of precise layer labels. Nevertheless, we can easily obtain a rough segmentation map of layer region by a discrepancy image segmentation method [35]. In Fig. 2, we show the rough retinal layer maps of samples across different devices and make the following observations. (1) The rough retinal layer maps can clearly show the retinal structures on different domains, and the overall retinal structure is relatively similar across domains. This indicates that the retinal map is robust to domains. (2) In some specific regions (highlighted in red boxes of Fig. 2), the discrepancies are significant across domains. These regions usually will occur fluids. This indicates that the retinal layer maps can reflect regions that are important to fluid segmentation.

Inspired by the above observations, this paper introduces the Structure-guided Cross-Attention Network (SCAN), which effectively exploits the retinal layer structure to boost domain adaptation. Specifically, in the preparation stage, we obtain the retinal layer maps for both source and target domains using an off-the-shelf segmentation method [35] to generate the rough retinal layer map. In the adaptation stage, we build a multi-task framework to jointly learn the fluid segmentation predictor and retinal layer structure predictor. To leverage the mutual benefit between fluid segmentation and retinal structure, we propose a cross-attention module to estimate the correlation between the layer-specific feature and the fluid-specific feature. This leads the model to focus on highly relative regions during domain alignment. Moreover, the discrepancy between the predicted retinal layer maps of source and target domains is used to guide the domain alignment, which can encourage the model to concentrate on the heterogeneous regions. In summary, the contributions of this paper are as follows:

- We consider the problem of unsupervised cross-domain OCT fluid segmentation, which promotes the study of image processing under multiple domains.
- We observe that within OCT images, the layer region is relatively stable across domains, and the fluid region is highly sensitive to different domains.
- We propose a novel method, SCAN, which leverages the retinal stable and unstable anatomy across domains to guide adversarial training focusing on the difficult regions, then conduct more efficient adaptation.
- Experiments on the RETOUCH dataset across three OCT domains show that our SCAN method outperforms the state-of-the-art UDA methods in all adaptation directions.

II. RELATED WORKS

A. Deep Learning for OCT Fluid Segmentation

Most of recent OCT fluid segmentation methods are based on UNet [4] or similar encoder-decoder architectures [36]. Studies in [37], [38] employed the plain UNet architecture to achieve macular fluid segmentation. Rashno et al. [39] implemented a graph shortest path technique as post-processing to refine the predictive results. Despite the success of existing methods, most of them mainly focus on supervised learning settings and ignore the domain shift problem. In this paper, we study the unsupervised domain adaptation in OCT fluid segmentation, aiming at advancing the practicability in clinical ophthalmology.

The close interaction of the fluid and the retinal layers is incorporated in many fluid segmentation approaches [7], [8], [11], [40]–[42]. Xu et al. [40] designed a two-stage fluid segmentation framework considering the structural relationship between retinal layers and fluids. They first trained a retinal layer segmentation network to extract retinal layer maps. Then, they utilized the layer maps as the constraint to train a UNet in the second stage. Similarly, other studies [41], [42] conducted a graph-cut-based method to obtain the
retinal layers segmentation maps and then combined the maps to train the fluid segmentation model. To further improve the ability of the OCT segmentation method, some works \cite{7,8,11} constructed a UNet-based architecture to simultaneously segment retinal layers and fluid trained on a dataset with well-annotated pixel-wise retinal layer and fluid masks. In this paper, we also take advantage of the retinal layer map to solve the fluid segmentation. Different from existing methods, we leverage the retinal layer map to facilitate the process of domain alignment, which helps us obtain a better target model.

B. Unsupervised Domain Adaptation for Semantic Segmentation

UDA for semantic segmentation (UDASS) \cite{43} aims to leverage pixel-wise annotated source data and unlabeled target data to learn a segmentation model that can perform well on the target data. Early UDASS methods were directly transferred from UDA for classification, which focused on aligning source and target data distributions at a latent feature space embedded from the input images. However, as for predicting pixel-wise classes, semantic segmentation is a more challenging task with much higher dimensionality and complexity. Applying such a feature alignment strategy directly to semantic segmentation models will lead to sub-optimization. Therefore, most UDASS methods adopt adversarial learning to multiple levels of the image/feature context \cite{44}. Some works attempt to minimize the pixel dissimilarity directly (i.e., performing style transfer) \cite{23,45–47}. For example, Li et al. \cite{48} adopted an extra image translation model to translate a source domain image into a target-style image. Chen et al. \cite{23} translated both from the source domain to the target domain and from the target domain to the source domain and then trained a pair of adaptation models with a cross-domain consistency loss. Others focus on minimizing the discrepancy at the latent feature level \cite{43,49–51}. For example, Zhang et al. \cite{50} performed adversarial learning on latent features with multiple constraints to regularize the output on the target domain. Besides aligning latent features, performing aligning to the final output space is also valid in semantic segmentation \cite{27–29}. Furthermore, combining alignment strategies at different levels also have been studied. For example, Hoffman et al. \cite{45} and Luo et al. \cite{52} combined feature and output-level alignments.

The aforementioned UDASS methods mainly focus on street scenes. Although they have achieved good performance on such natural images, it is still difficult to directly apply them to medical images since the medical and street images are very different, and the specific physiological structure important to analyze medical images is ignored. The common assumption and prior knowledge used for natural scenes (e.g., class frequency in the street) are unavailable in OCT images. For a specific task in medical imaging, the medical domain knowledge is usually used to improve deep model training \cite{18,53,54}. Therefore, we should consider retina-specific knowledge to improve the training. We observe that OCT images captured from different devices have a relatively stable region (i.e., the fluid region) and a domain-sensitive region (i.e., the fluid region). With the stable region, we can learn to extract domain-invariant features. Moreover, with the domain-sensitive region, we can locate where we should pay more attention to align the represented features. Besides, the layer region and the fluid region are highly coupled. Learning their correlation can further improve the representation for the final fluid segmentation task.

III. METHODS

A. Problem Formulation

In this paper, we consider the problem of cross-domain OCT segmentation. Specifically, we are given the source OCT data $X^s \in \mathbb{R}^{H \times W \times 1}$ with its corresponding pixel-wise manual annotation of the retinal fluid $Y^s \in \{1, ..., C\}^{H \times W}$, and the unlabeled target OCT data $X^t \in \mathbb{R}^{H \times W \times 1}$. $H$, $W$, and $C$ are the height, width, and number of fluid categories of OCT samples, respectively. The goal is to learn a semantic segmentation model $f(X^s, Y^s, X^t; \theta)$ performing well on the target OCT data $X^t$. $\theta$ denotes the learnable parameters of the model.

B. Overview

In this paper, we propose a novel method called Structure-guided Cross-Attention Network (SCAN) to solve the problem of cross-domain OCT fluid segmentation. The framework of our SCAN method is illustrated in Fig. 3. Our network comprises a shared feature encoder, two layer predictors, one fluid predictor, and one domain discriminator. In the training phase, given two OCT images from the source and target domains, we first use a shared encoder to extract the latent features. Then, two feature bottlenecks are used to convert the latent features to layer-related features and fluid-related features. Our training losses are computed on two feature-levels. In the first feature-level, we use the fluid-related features of the source domain to learn the fluid predictor based on fluid supervised loss. The layer-related features of both domains are used to optimize the layer predictor based on layer supervised loss and structure invariant loss. To align the two domains, we first obtain the outputs of the fluid predictor for both domains and train the domain discriminator with adversarial loss. To further leverage the mutual benefit between the retinal layer structure and the fluid, we propose a cross-attention module to calculate co-attention features. In this new feature-level, we adopt similar losses to the first feature-level to train the layer predictor, fluid predictor, and domain discriminator. The difference is that we estimate the discrepancy map between source and target layer predictions and use it to guide adversarial learning. In the inference phase, we focus on fluid segmentation and thus remove the layer predictors and domain discriminator.

C. Retinal Layer Prediction

Before introducing our SCAN, we first present how we get the rough layer maps for subsequent domain adaptation.

Previous works involving retinal layers to enhance fluid segmentation usually train an extra layer prediction model with manually annotated retinal layer maps \cite{7,8,11}. However,
Fig. 3. The framework of our SCAN. We perform layer/fluid prediction and adversarial learning on two feature-levels (before and after the correlation module). The two feature-levels share the same layer predictors, the same fluid predictor, and the same domain discriminator. In the first feature level, a pair of source/target domain OCT images are fed into a shared encoder and converted to latent features. Then the layer/fluid feature bottleneck transforms the latent features into layer/fluid-specific features. The layer/fluid-specific features are further used to make retinal layer/fluid predictions via the layer/fluid predictors. Two domain-specific layers, supervised losses, and a structure-invariant loss across domains are used to train the source and target layer predictors. A fluid-supervised loss for the source domain is used to train the fluid predictor, and an adversarial loss is utilized to align the target/source features. Before the second feature-level, we introduce a cross-attention module to exploit the mutual interaction between layer/fluid-specific features. In the second feature-level, the layer/fluid attention features are fed again to the layer/fluid predictors to make the final layer/fluid prediction. We perform the same fluid/layer supervised loss to train the layer/fluid predictor. Besides, we evaluate an adaptation difficulty map based on the discrepancy between layer predictions of different domains. We perform structure-aware adversarial learning with the adaptation difficulty map, which focuses on the hard region. In the inference phase, we remove the layer predictor and the adversarial learning parts. The trained model takes a target domain OCT and directly outputs a fluid prediction map.

D. Domain Adaptation with Multi-Task Learning

In our SCAN, we build a multi-task learning framework, where we simultaneously learn fluid segmentation, retinal layer structure prediction, and domain alignment. For fluid segmentation, we use the labeled source domain to train the fluid predictor with supervised loss. For layer prediction, we regard the generated rough layer maps \( L \in L \) as the pseudo layer labels. The layer predictors are trained with cross-entropy loss and structure invariant loss on both source and target samples. The domain alignment is conducted based on typical adversarial learning. Specifically, domain discriminator \( D \) tries to discriminate whether a segmentation map is from the source or target domain. The feature encoder and fluid predictor are regarded as the generator, aiming to fool the domain
discriminator. We will next introduce the loss functions in detail.

Given a source OCT image \( X^s \) and a target OCT image \( X^t \), a weight-shared convolutional encoder \( E(\cdot) \) is used to obtain the latent feature representation \( F = E(X) \), where \( F \) and \( X \) without superscript denote the latent features and input OCT images from either source or target OCT domain. Then, a layer feature bottleneck \( f_l(\cdot) \) and a fluid feature bottleneck \( f_f(\cdot) \) are applied to convert the latent feature \( F \) to layer-specific features \( F_l = f_l(F) \) and fluid-specific features \( F_f = f_f(F) \), respectively. Here, we call these two types of features the first-level fluid feature bottleneck, and fluid predictor instead of the domain discriminator.

In the last section, we have introduced a multi-task learning based domain adaptation framework. Next, we aim to fully exploit the mutual benefit between layer structure and fluid during the domain adaptation process. To achieve this goal, in this paper, we adopt an attention module [55] to measure the correlation between the layer-specific feature and the fluid-specific feature, which is used to produce co-attention features.

Specifically, a correlation module is applied to the layer-specific feature \( F_l \) and the fluid-specific feature \( F_f \):

\[
A_l = \text{softmax}(F_l F_f^T) F_l + F_l, \tag{6}
\]

and

\[
A_f = \text{softmax}(F_f F_l^T) F_f + F_f, \tag{7}
\]

where the uppercase superscript \( T \) is the transpose operation. \( A_l \) and \( A_f \) are the obtained co-attention features. The co-attention features emphasize the highly relative region (e.g., the deformation of retinal layers or the accumulation of fluid) between the layer-specific and fluid-specific features.

The co-attention features are regarded as the second-level features, which are also used to calculate the fluid segmentation loss Eq. 1 and layer prediction loss Eq. 4. These two losses are represented as \( L^f \) and \( L^l \), respectively. We will next present the structure-aware adversarial learning process, which differs from the adversarial learning on the first feature-level.

F. Structure-Aware Adversarial Learning

In structure-aware adversarial learning, we aim to encourage the model to focus on aligning the regions with significant domain discrepancies while paying less attention to similar regions. For this purpose, we first calculate the discrepancy map between the source and the target layer predictions, formulated as,

\[
M_{dis} = \frac{S^l_{(h,w)} - ||S^l|| \cdot ||S^f||}{2\max(||S^l|| \cdot ||S^f||, \epsilon)}. \tag{8}
\]

The layer discrepancy map \( M_{dis} \in (0, 1) \) can be treated as a domain discrepancy map, where smaller values represent low similarities (i.e., regions are difficult to align) and vice versa. We utilize \( M_{dis} \) to highlight the difficult-to-align regions and suppress the remaining easy regions. Given \( M_{dis} \), structure-aware adversarial learning can be formulated as:

\[
L_d = - \sum_{h,w} \sum_{c \in [0, 1]} (\log(D((2 - M_{dis}) S^l_{(h,w)})) - \log(1 - D((2 - M_{dis}) S^f_{(h,w)}))) \tag{9}
\]

and

\[
L_{adv} = - \sum_{h,w} \sum_{c} \log(D((2 - M_{dis}) S^l_{(h,w)})), \tag{10}
\]
where \( L_g \) and \( L_{adv} \) are used to optimize the domain discriminator and the generator (shared encoder, fluid feature bottleneck, and fluid predictor), respectively.

G. Overall Training Losses

In the training phase, we adopt a two-step optimization strategy. We first minimize the fluid segmentation losses (\( L_g \) and \( L_g' \)), layer prediction losses (\( L_l \) and \( L_l' \)), structure invariant loss (\( L_s \)), and the adversarial losses (\( L_{adv} \) and \( L_{adv}' \)), which can be summarized as the generating loss,

\[
L_G = L_l + L_l' + L_s + L_{adv} + L_{adv}'.
\]  

We update the learnable parameters of all modules except for the domain predictor. Then, we freeze all other modules and update the domain predictor by minimizing the domain discrimination losses, formulated as,

\[
L_D = L_d + L_d'.
\]  

\( L_G \) and \( L_D \) are alternatively optimized in each training step. We also provide an algorithmic way for the SCAN’s training process in Algorithm 1.

In the inference phase, we discard the layer predictors and the domain discriminator and directly generate the fluid segmentation map of the second feature-level.

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

Dataset We use the public RETOUCH dataset [56] to conduct experiments on cross-domain OCT fluid segmentation. RETOUCH includes OCT images from three different OCT devices, which are regarded as three domains. This dataset contains a total of 70 OCT volumes, where 24 volumes are acquired with the Cirrus device (Zeiss), 24 volumes are acquired with the Spectralis device (Heidelberg), and 22 volumes are acquired with the Topcon device (T-1000 and T-2000). For each volume, there are 128, 49, and 128 B-scans with resolutions of 512 \( \times \) 1024, 512 \( \times \) 496, and 512 \( \times \) 885 for Cirrus, Spectralis and Topcon, respectively. In this dataset, three different fluid types, i.e., the intraretinal fluid (IRF), subretinal (SRF), and PED (pigment epithelial detachments), are manually annotated. The RETOUCH challenge evaluates the results upon submission and the ground truth of the RETOUCH test data is unknown to the public. Therefore, we split the annotated 70 OCT volumes into training, validation, and testing subset as shown in Table I in our experiments (i.e., 60% for training, 20%, and 20% of the 70 OCT volumes for validation and testing, respectively). To evaluate our SCAN method, we perform 5-fold cross-validation based on the data splitting above. In other words, we randomly split the dataset into five equal groups. Then, we take one group as the testing set, the remaining three groups as the training set, and one group as the validation set. We repeat the above process until every group is taken as testing set exactly once.

Evaluation Protocol For each experiment, we select the training data from two domains and regard them as the labeled source domain and an unlabeled target domain, respectively. The model trained on these two domains is used to evaluate the testing set of the target domain. For example, in our experiments, “C→T” indicates using Cirrus as the source domain and Topcon as the target domain. The Dice Similarity Coefficient (DSC) score is applied to evaluate the segmentation performance:

\[
DSC = 2 \times \frac{|S_p \cap S_g|}{|S_p| + |S_g|},
\]  

where \( S_p \) is the predicted segmentation map and the \( S_g \) is the ground-truth map.

Implementation Details During training, we use the Adam optimizer [57] with a weight decay of 1e-4 to optimize the parameters of the model. The initial learning rate is set to 1e-3, which is divided by 10 after 100 epochs. The batch size is set to 16, which contains 8 source images and 8 target images. All images are resized to 496 \( \times \) 496. Random horizontal flipping is used as the data augmentation strategy. The input images are standardized and normalized in a domain-wise manner before being fed into the model. The statistics used for the standardization of each domain are as follows:

<table>
<thead>
<tr>
<th>Domain</th>
<th>( \mu )</th>
<th>( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cirrus</td>
<td>36.009738</td>
<td>23.599870</td>
</tr>
<tr>
<td>Spectralis</td>
<td>41.310338</td>
<td>39.703057</td>
</tr>
<tr>
<td>Topcon</td>
<td>64.929860</td>
<td>19.604365</td>
</tr>
</tbody>
</table>

We train the model for 200 epochs. All experiments are conducted under an Ubuntu 20.04.1 LTS operating system with CPU Intel® Xeon(R) E5-2678 v3 2.50GHz, GPU NVIDIA GeForce RTX 3090, and RAM of 128 GB. The proposed method is built on PyTorch 1.7.0 [58]. Our SCAN has a total of 5.32 MB trainable parameters. Under this environment, the training time of our method is about 7 hours for each adaptation direction. As for inference time, our method removes the layer/fluid prediction heads in the first-feature level and only reserve the segmentation backbone and the fluid prediction head in the second-feature level. Therefore, the adapted model will be as efficient as a regular segmentation model. The inference takes about 4 ms for a single OCT image fluid segmentation on our device. For all methods, we use UNet [4] as the backbone for a fair comparison. During the inference phase, we forward the target samples into the model and produce the corresponding segmentation maps, without using any post-processing operations and model ensemble techniques.

B. Ablation Study

There are three main components in the proposed SCAN, i.e., multi-task adversarial learning, cross-attention learning,
Algorithm 1: The training process of SCAN

**Input:** Source domain OCT samples $X^s$, Target domain OCT samples $X^t$, Source domain labels $Y^s$

**Output:** Adapted model

1. **Initialization** random weights
2. **Iteration** $n = 1$; Begin
3. for $n < maxiteration$ do
4. Obtain Layer Predictions $L^s \in (0,1)^{W \times H} = OTSU(X^s)$ $L^t \in (0,1)^{W \times H} = OTSU(X^t)$
5. Latent feature representation $F = E(X)$
6. Convert $F$ into layer-specific features $F_1 = f_1(F)$ and fluid-specific features $F_f = f_f(F)$
7. Get the fluid segmentation map $S_f = P_f(F_f)$
8. Calculate source domain fluid segmentation loss $Eq\ 1$
9. Calculate discriminative loss $Eq\ 2$
10. Calculate structure-invariant loss $Eq\ 5$
11. Compute the cross-attention features $by\ Eq\ 6\ and\ Eq\ 7$
12. Estimate the discrepancy map $M_{dis}$, by $Eq\ 8$
13. Calculate structure-guided discriminative loss $Eq\ 9$
14. Calculate structure-guided adversarial loss $Eq\ 10$
15. Compute backpropagation of $Eq\ 11$
16. Update weights of $E()$, $f_f()$, $f_1()$, $P_i()$, $P_f()$, and $P_s()$
17. Update weights of $D()$, and $D()$
18. end for

**TABLE II**

<table>
<thead>
<tr>
<th>Adv</th>
<th>MTL</th>
<th>CA</th>
<th>S-Adv</th>
<th>S→T</th>
<th>C→T</th>
<th>T→C</th>
<th>S→C</th>
<th>T→S</th>
<th>C→S</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>16.79 ± 4.13</td>
<td>10.02 ± 8.96</td>
<td>9.70 ± 4.81</td>
<td>7.27 ± 5.45</td>
<td>16.31 ± 2.54</td>
<td>22.09 ± 4.82</td>
<td>13.70</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>19.80 ± 2.22</td>
<td>7.96 ± 1.36</td>
<td>29.82 ± 3.75</td>
<td>20.64 ± 1.90</td>
<td>46.61 ± 0.82</td>
<td>41.82 ± 3.23</td>
<td>27.77</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>24.55 ± 0.28</td>
<td>5.92 ± 3.13</td>
<td>31.67 ± 1.11</td>
<td>24.82 ± 2.49</td>
<td>46.74 ± 0.85</td>
<td>40.53 ± 1.25</td>
<td>29.04</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>21.02 ± 1.70</td>
<td>15.55 ± 7.63</td>
<td>28.78 ± 5.66</td>
<td>24.53 ± 4.73</td>
<td>43.66 ± 1.34</td>
<td>46.18 ± 3.89</td>
<td>29.95</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>24.81 ± 1.72</td>
<td>8.48 ± 6.80</td>
<td>29.60 ± 2.88</td>
<td>28.58 ± 2.77</td>
<td>47.64 ± 1.24</td>
<td>37.73 ± 4.16</td>
<td>29.47</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>39.63 ± 1.30</td>
<td>17.25 ± 4.44</td>
<td>30.61 ± 1.59</td>
<td>24.88 ± 1.55</td>
<td>49.76 ± 2.35</td>
<td>42.11 ± 1.22</td>
<td>34.04</td>
</tr>
</tbody>
</table>

We report the mean ± standard deviation DSC score of 5-fold cross validation. The best result of mean DSC score in each column is highlighted in **bold** (unit: %). Adv: Adversarial learning, MTL: multi-task learning, CA: cross-attention learning, S-Adv: structure-aware adversarial learning.

Effectiveness of Vanilla Adversarial Learning. Our method is constructed based on traditional adversarial learning. We first verify its effect on domain adaptation. As shown in the first and second rows in Table II, vanilla adversarial learning can significantly improve the results in all adaptation directions. The method of the first row indicates the source training. Specifically, the average DSC in all adaptation directions is improved from 13.70% to 27.77% when using the vanilla adversarial learning. In the following ablations, the model with vanilla adversarial learning is regarded as the baseline of our method. We next focus on investigating the effectiveness of the proposed three components.

Effect of Multi-Task Learning. To verify the effectiveness of the multi-task learning, we directly add the layer prediction on the first feature-level into the baseline. As the comparison between the #2 and #3 rows in Table II, multi-task learning improves the baseline method in most of adaptation cases and obtains an improvement of 1.27% in average DSC. As observed from the visualization results (Fig. II), multi-task learning, to a certain extent, can rectify the fluid segmentation result. These experiments indicate that learning layer prediction can help the mode to learn a representation that is more suitable for fluid segmentation.

Since our proposed cross-attention learning and structure-aware adversarial are designed based on multi-task learning, in the following, we study their effectiveness with multi-task learning.

Effect of Cross-Attention Learning. We further add the proposed cross-attention learning into the method with multi-task learning and perform the prediction on the second feature-level but without adversarial learning of the second feature-level. As reported in #3 and #4 rows in Table II, cross-attention learning improves the average DSC from 29.04% to 29.49%. It should be noticed that the cross-attention learning significantly improves the adaptation case of C→T, from mean DSC 5.92% to 15.55%. The visualization results in Fig. II also demonstrate that the cross-attention learning can clearly reduce the errors in the case of C→T. These experiments show that leveraging the co-relation between layer structure and fluid can further activate the benefit of the retinal layer structure in improving the fluid segmentation.
Effect of Structure-Aware Adversarial Learning. Finally, we study the impact of the proposed structure-aware adversarial learning. We implement it in two ways, (1) directly adding it into the multi-task learning model; (2) adding it into the model with multi-task learning and cross-attention learning. In the first manner, we obtain a slight improvement for the average DSC score. In the second manner, the average DSC score is significantly improved. Specifically, compared with the model trained with multi-task learning and cross-attention learning, adding structure-aware adversarial learning improves the average DSC from 29.95% to 34.04%. These results demonstrate the effectiveness of structure-aware adversarial learning. In addition, the cross-attention learning is an essential step in our full method. As the visualized results
(Fig. I), our full model greatly reduces the prediction errors, and can correctly locate the location as well as the accurate boundaries and shapes of fluids. When using Spectralis as the source domain, the cross-attention module combined with the structure-aware adversarial learning leads to a significant improvement on S→T from mean DSC 24.81% to 39.63% (see TABLE II). However, it impairs the adaptation direction of S→C from mean DSC 28.58% to 24.88%. We can find an explanation from the visualized results. On S→C, structure-aware adversarial learning without the cross-attention module makes incorrect class predictions (see Fig.4, the 4th row). After adding the cross-attention module, our SCAN eliminates the errors and generates some predictions extending to unlabeled regions. Those regions, however, are highly possible fluid regions but might be ignored due to unclear imaging. Therefore, we demonstrate that our SCAN method is more robust, producing consistent predictions across domains and datasets. In addition, our SCAN method achieves the most stable performance over cross-validation with a standard deviation of 1.55% on S→C (see TABLE II). That also demonstrates the benefits of our SCAN method, making the adapted model more robust across the training/testing data variance.

C. Comparisons with State-of-the-Art

We compare our method with three popular UDA methods in semantic segmentation on the RETOUCH dataset, including ADSegNet [27], ADVENT [28], and CLAN [52]. All three methods are constructed based on the adversarial learning algorithm. Specifically, ADSegNet presents a multi-level framework, which applies adversarial learning on both the feature space and the output space. ADVENT [28], and CLAN [52] are both inspired by this work. ADVENT incorporates an entropy-minimizing loss with the output space adversarial learning. CLAN utilizes two separated classifiers to obtain a local alignment score map, which is applied with the output space adversarial training. We reproduce these three methods with the official source codes. For a fair comparison, all methods use the UNet [4] as the backbone. In addition to the results of these three methods and our SCAN, we also
show the results of source training and target training. The model with target training is learned with the labeled target training data, which can be regarded as the upper bound of each direction.

**Result.** The comparisons are reported in Table III. We make the following observations. First, there is a large gap between the source training model and the target training model. For example, the difference in average DSC is about 40% between source training and target training models. This indicates the significance of addressing the domain shift in fluid segmentation. Second, all the four domain adaptation methods (ADSegNet, ADVENT, CLAN, and our SCAN) significantly improve the performance of the source training model, demonstrating the effectiveness of adversarial learning in domain adaptation. Specifically, ADSegNet, ADVENT, CLAN and our SCAN improve the average DSC score by 14.82%, 16.03%, 15.18%, 20.34%, respectively. Third, our SCAN significantly outperforms the three compared methods. For example, our SCAN produces a higher average DSC score than ADSegNet, ADVENT and CLAN by 5.52%, 4.31% and 5.16%, respectively. This verifies the advantage of learning with the retinal structure.

**Visualization.** To better understand the benefit of our SCAN, we compare the visualization results of different methods in Fig. 5. We can find that the source training model is difficult to locate the correct position of fluids on the target OCT domain or predict the category and shape of the fluid. The three compared domain adaptation methods clearly improve fluid segmentation but still generate serious errors. For example, predicting a fluid region that is out of the retinal layers or that has an incorrect fluid shape. One reason for such failure is that these domain adaptation methods do not consider the specific structure of medical images. In contrast, benefiting from the retinal layer structure, our SCAN significantly enhances fluid segmentation and provides practical quantitative analysis advice with precise fluid boundaries and shapes. This further demonstrates the effectiveness of the proposed SCAN.

### D. Comparison with Deep Learning based Layer Segmentation Method

In our method, we use a simple off-the-shelf segmentation method (OTSU [35]) to produce the rough retinal layer map. One may ask how about replacing it with a deep learning based layer segmentation method. To answer this question, we adopt the well-known ReLayNet [7] to predict the layer maps. Due to the lack of layer annotations, it is not possible to train the ReLayNet from scratch on the RETOUCH dataset. Instead, we use the publicly released ReLayNet model, which is pretrained on the Duke OCT dataset [59]. The comparison of generating layer maps with two different methods is reported in Table IV. We can find that SCAN w/ OTSU significantly outperforms the SCAN w/ ReLayNet. The main failure reason of SCAN w/ ReLayNet is that ReLayNet is trained on another dataset and also suffers from the domain shift problem. As such, ReLayNet produces bad layer maps for the RETOUCH dataset and thus fails to provide accurate supervision during domain adaptation. In contrast, OTSU is robust to different OCT domains and produces adequate layer maps on RETOUCH. The comparison of ReLayNet and OTSU is shown in Fig. 6.

### V. Conclusion

In this paper, we studied a challenging yet practical problem in fluid segmentation, named cross-domain fluid segmentation. To solve this problem, we proposed a Structure-guided Cross-Attention Network (SCAN), which explicitly exploits the retinal layer structure to facilitate domain alignment. Specifically, we built a multi-task learning framework to jointly learn layer prediction and fluid segmentation. To explicitly leverage the interaction between the layer and fluid, a cross-attention module was proposed to extract co-attention features, which was used to learn the fluid predictor and layer predictor. Moreover, a structure-aware adversarial learning approach was introduced to guide adversarial learning focusing on the region with large discrepancies. Experiments on the RETOUCH dataset showed the advantage of the proposed method. Our SCAN also clearly outperformed the popular domain adaptation methods by a large margin. In this paper, we investigated the feasibility of using “structure knowledge” to assist the OCT fluid segmentation task. However, we believe that leveraging structure knowledge does not limit to this specific task and has the potential to apply to other medical imaging tasks (such as prostate segmentation or lesions segmentation in the brain) and other modalities (such as CT or MRI). We hope this study can motivate more researchers to address medical imaging tasks in the perspective of “structure knowledge”.
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**TABLE IV**

**COMPARISON OF DIFFERENT LAYER MAP GENERATION METHODS.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Average DSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCAN-OTSU</td>
<td>34.04</td>
</tr>
<tr>
<td>SCAN-ReLayNet</td>
<td>29.30</td>
</tr>
</tbody>
</table>


